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Neural Additive Models (NAMs) [1] are interpretable
’white-box’ models, leveraging the expressiveness
of neural networks. Each input feature is processed
by a corresponding feature network submodule,
learning a distinct response function. Their out-
puts are then aggregated, resulting in the final pre-
dictive output. We present an approach to inte-
grate feature interactions into Neural Additive Mod-
els (NAMs) and their visualizations as heatmaps,
building upon existing work in this area, to enhance
their predictive capabilities while maintaining in-
terpretability. Our contribution focuses on the vi-
sual exploration and management of the increased
number of feature maps resulting from the addition
of pairwise feature combinations to NAMs.

Addressing Pairwise Feature Interactions
Incorporating all possible features and pairwise fea-
ture interactions results in n + n (n − 1)/2 features
per class, where n denotes the number of features.
Existing machine learning literature focuses on de-
termining relevant interactions for model training
and pruning the model accordingly [4] [3] [2]. In con-
trast to these approaches, we employ an interactive
dashboard that enables users to simultaneously ex-
plore multiple feature maps based on their scores.
We specifically enable the choice between the sub-
module output range and its permutation feature im-
portance for scoring.
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Figure 1 Sorted 1-D and 2-D feature maps of a NAM trained to classify the Iris dataset are presented.
In this case, the feature maps are scored by their output range, and then sorted and filtered to
show the highest scoring per class. Note that the tool can display multiple rows of feature maps,
which is not depicted here. The tool can be found at
https://observablehq.com/@cursedseraphim/nams-vis.

Visual Encoding of Feature Maps
For visualizing the feature maps, we employ line plots to represent main effects, where the x-axis
represents the input feature for the corresponding submodule, while the line illustrates the
submodule’s output. We enhance the line plots by displaying class-wise data distributions. This
is achieved by dividing the y-axis into l equal sections for l classes and representing histograms
as heatmaps along the x-axis. The histograms use categorical colors to encode the classes and
opacity for the counts.For pairwise feature interactions, we make use of heatmaps. The axes
indicate the input features used for the submodule. The color map visualizes the submodule’s
output, with black areas denoting negative output and class-colored areas signifying positive
output. A scatterplot demonstrates the class distribution based on the two input features.

NAM Architecture

Figure 2 The figure above schematically illustrates the architecture of a NAM. In this particular
instance, the model incorporates two features, x1 and x2, along with their pairwise feature interac-
tion. This interaction is captured through the integration of three corresponding submodules. We
provide a representation of how the individual feature maps (b) correspond to these submodules
(a). The output activation function depends on the specific classification or regression task.
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