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Introduction: when humans blame AI

Artificial Intelligence (AI) is not only applied in harmless 
scenarios such as recommending new movies based on 
streaming histories. AI-based systems are also involved in 
moral situations with potentially severe consequences, such 
as car accidents in semi-automated driving (see recent pub-
lication in this journal, Copp et al., 2023). Here, the question 
arises: who do we blame for any harm?

Blame is a moral judgment and means “evaluating agents 
for their involvement in [...] norm-relevant events” (Malle 
et al., 2014,  p.148). How people blame others may differ 
from legal and ethical standpoints on who should be held 
accountable (Komatsu et al., 2021). However, the empiri-
cal question of whom individuals blame and their reasoning 
for blaming is equally important, since our subjective moral 
judgments influence our actions. According to Greene 
(2015), the function of morality is to promote and sustain 
cooperation. Research has shown that blaming is negatively 
correlated with cooperation in games (Ketelaar & Tung Au, 
2003; Nelissen et al., 2007) and positively correlated 
with the endorsement of punishment (Bastian et al., 2011; 
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Abstract
The increasing involvement of Artificial Intelligence (AI) in moral decision situations raises the possibility of users 
attributing blame to AI-based systems for negative outcomes. In two experimental studies with a total of N = 911  par-
ticipants, we explored the attribution of blame and underlying moral reasoning. Participants had to classify mushrooms 
in pictures as edible or poisonous with support of an AI-based app. Afterwards, participants read a fictitious scenario in 
which a misclassification due to an erroneous AI recommendation led to the poisoning of a person. In the first study, 
increased system transparency through explainable AI techniques reduced blaming of AI. A follow-up study showed that 
attribution of blame to each actor in the scenario depends on their perceived obligation and capacity to prevent such an 
event. Thus, blaming AI is indirectly associated with mind attribution and blaming oneself is associated with the capabil-
ity to recognize a wrong classification. We discuss implications for future research on moral cognition in the context of 
human–AI interaction.

Keywords  Moral psychology · Explainable artificial intelligence · Mind perception · Moral cognition · Mushroom 
picking game · Scapegoating
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Rothschild et al., 2012). Similarly, our blaming of different 
actors in human–technology interaction contexts might also 
lead to behavioral intentions (e.g., legal actions against the 
developer company).

Based on the Path Model of Blame by Malle et al. (2014), 
for humans to blame someone, they must first detect an 
event with a moral norm violation, and then determine that 
this event is caused by one or more agents. In situations of 
unintentional harm, persons evaluate each agent’s obliga-
tion (= should) and capacity (= could) to prevent the event. 
Depending on the level of obligation and capacity, agents 
are then blamed to specific degrees.

With the increasing use of AI as decision support, blam-
ing and moral reasoning are becoming important in the con-
text of human–technology interaction (Shank & DeSanti, 
2018; Sullivan & Fosso Wamba, 2022; Renier et al., 2021; 
Langer et al., 2021; Komatsu et al., 2021; Kim & Hinds, 
2006; Hong et al., 2020; Bigman et al., 2019). One example 
scenario that creates moral situations is mushroom hunting. 
Previous work on human-AI interaction used the scenario 
of a person evaluating the edibility of mushrooms with the 
assistance of AI to study human decision-making, trust, and 
the effects of explainable AI (XAI) methods (i.e., an AI sys-
tem explaining its classification decisions) (Leichtmann, 
Humer, et al., 2023; Leichtmann, Hinterreiter, et al., 2023; 
Humer et al., 2024). AI-supported mushroom picking bears 
the risk of false mushroom classification due to over-trust in 
system recommendations. Such mistakes can lead to serious 
health consequences if poisonous mushrooms are mistak-
enly consumed (Brandenburg & Ward, 2018; Schmutz et al., 
2018; Cervellin et al., 2018). This poisoning of a human 
being creates a moral situation involving blaming processes.

In such a situation, multiple directly or indirectly 
involved actors could potentially be blamed. These entities 
include oneself, but also the AI-based system if it is identi-
fied as an actor within the causal chain. Two factors might 
influence the blaming of an AI:

First, AI can be perceived as an actor that is capable of 
making its own decisions. In doing so, users could ascribe 
a certain degree of mind to the machine. Research on mind 
perception of artificial agents such as robots, AI and other 
machines has rooted in the research tradition of theory of 
mind (see Gray et al., 2012; Gray et al., 2007; Gray and 
Wegner, 2009; Shank and DeSanti, 2018; Bigman et al., 
2019; Waytz et al., 2010). According to this research line, 
human-like appearance or human-like behavior of machine 
systems could also lead to a greater attribution of human 
characteristics such as a mind of their own (Waytz et al., 
2010). This involves the attribution of affect, the ability to 
interact independently with the environment, or the ability 
of mental and moral regulation (Malle, 2019).

Second, humans might “make” AI-based systems an 
actor in order to be able to “externalize blame for negative 
outcomes that would otherwise incriminate themselves or 
their group” (Rothschild et al., 2012, p.1149). This process 
of “scapegoating” is used to maintain one’s own moral 
value (Rothschild et al., 2012).

Based on these two reasons for the attribution of blame 
to machines, XAI methods in which AI’s decisions are 
explained to the end-user (Kim & Hinds, 2006) could have 
a special influence. In doing so, XAI methods reveal infor-
mation about the causal history of a system classification 
(Miller, 2019), offering insights into how and why decisions 
are made. Various approaches, including text-based and 
visual explanations are employed to achieve this  (Molnar, 
2023; Barredo Arrieta et al., 2020; Guidotti et al., 2019). 
Examples for visual explanations are presenting a prototypi-
cal image from the training data (Jeyakumar et al., 2020) or 
highlighting the most decisive image regions (Selvaraju et 
al., 2017). XAI could make a system (i) appear more or less 
capable of preventing an outcome which makes the AI sys-
tem seem more or less like an actor who can be blamed (i.e., 
if the system is perceived as an actor capable of prevent-
ing the event, it is blamed more), or (ii) influence people’s 
perception that they themselves could have recognized an 
erroneous decision due to the explanation (e.g., if the expla-
nation is not coherent and indicates unreliability), which in 
turn would make scapegoating more difficult. More pre-
cisely, one would no longer be able to blame AI alone, as 
soon as one becomes an actor oneself who would have been 
able to prevent the event by recognizing signs of misclassifi-
cation in the incoherent explanation. This would then result 
in higher levels of self-blame and lower blame of AI. This 
mechanism could be attributable to XAI methods increasing 
the traceability of system classifications, meaning the ability 
for individuals to track and understand how classifications 
are made within a system, including the information pro-
cessing involved (Schrills & Franke, 2023).

In this article, we describe the results of two empirical 
studies that used the scenario of mushroom hunting with 
assistance of an AI-based system in order to study blaming 
and moral reasoning in human-AI interaction after a nega-
tive outcome. The contribution of our work is three-fold: 

1.	 Past studies show that explanations of AI decisions 
could change human perceptions and decision making 
in general (see e.g., Leichtmann, Humer, et al., 2023; 
Leichtmann, Hinterreiter, et al., 2023; Wischnewski et 
al., 2023; Yang et al., 2020). Thus, we tested whether 
such explanations of AI classifications also affect 
human blaming of AI and self-blame in a moral situa-
tion specifically (i.e., after an event of harm due to false 
classification)(study 1).
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2.	 In a second step, we aimed to conceptually replicate this 
effect with other XAI methods to test its robustness and 
generalizability (study 2).

3.	 Additionally, we explored the associated moral cogni-
tion of blaming in human-AI interaction to understand 
underlying processes and reasons for variance in blam-
ing. In particular, we explore the role of capability of 
the AI-based system and oneself to prevent the harm 
(study 2).

Research overview

We conducted two experiments to study blame attribution 
and moral reasoning in the context of human–AI interaction 
with the use case of mushroom picking. Study 1 explored 
effects of XAI methods on blaming an AI-based system and 
oneself for negative consequences due to wrong decisions. 
Study 2 aimed to (i) replicate this effect with three distinct 
XAI methods separately, (ii) explore underlying reasoning 
based on concepts associated with blaming a technological 
entity and scapegoating (e.g., mind perception or perceived 
possibility to prevent an outcome), and (iii) test how blame 
is spread across multiple actors directly and indirectly 
involved in the norm-relevant event (Gerstenberg & Lag-
nado, 2010; Shank & DeSanti, 2018).

Data collection occurred in two waves as part of a larger 
research project. Data unrelated to blaming, including 
results on effects of XAI methods on human decision-mak-
ing or self-reported trust, have been discussed elsewhere 
(Leichtmann, Hinterreiter et al., 2023; Leichtmann, Humer, 
et al., 2023). Results presented here are original and have 
not been published before. All data and the analysis code 
can be found online at OSF (https://osf.io/375xu/).

Both studies complied with the tenets of the Declaration 
of Helsinki and adhered to ethical guidelines of the APA 
Code of Conduct. Informed consent was obtained from each 
participant prior to data collection.

Study 1: visual explanations reduce blame 
on AI

Methods

For our first analysis, we used data from an online between-
subjects experiment with N = 410  participants (213 female, 
193 male, 2 non-binary, 2 without gender specification; 
mean age M = 44.58 years, SD = 15.29). Participants were 
instructed to imagine a mushroom hunt with the goal to pick 
all edible mushrooms for a meal and leave inedible and 

poisonous ones (Leichtmann, Humer, et al., 2023). They had 
to classify mushrooms shown in 15 different photographs 
as edible or inedible/poisonous and indicated whether they 
would pick or leave them. For this task, participants were 
supported by an AI-based mushroom classification app 
(called “Forestly”). The experiment manipulated the AI-
based system’s explainability on two levels. One group of 
participants received the AI-based classification without 
further explanations (n = 208). The other group received a 
combination of two visual explanation strategies (n = 202): 
(i) the attribution-based technique GradCAM (Selvaraju et 
al., 2017) that highlights regions of an image important for 
a model’s decision, and (ii) an adapted version of the exam-
ple-based technique ExMatchina (Jeyakumar et al., 2020) 
that picks out specific data items as examples to be shown 
to users. Example images of the two interface variants are 
shown in Fig. 1.

After completing the mushroom-picking task and ques-
tionnaires, participants read a short vignette:

“Assume you decide to take a mushroom with you 
based on a recommendation of the artificial intelli-
gence and give it to a friend to eat. It turns out that 
it was a poisonous mushroom, and your friend com-
plains of nausea, vomiting and diarrhea.”

Participants then indicated how much blame they attributed 
to AI and to themselves for the friend being poisoned on two 
7-point Likert scales ranging from (1) “no blame at all” to 
(7) “the greatest possible amount of blame” (see Komatsu et 
al., 2021; Malle et al., 2015).

Results and discussion

A Welch two-sample t-test showed that participants without 
visual explanations blamed AI significantly more (M = 4.15
, SD = 1.78) than participants receiving visual explana-
tions (M = 3.72, SD = 1.68) (t(408) = 2.53, p = .012) 
with a small effect size of d = .25 (CI95 = [.05; .44]). How-
ever, a second t-test showed that users do not significantly 
differ in self-blame between the groups without (M = 5.34
, SD = 1.50) or with explanation (M = 5.53, SD = 1.19
) (t(393) = −1.45, p = .15, d = −.14, CI95 = [−.34; .05]).

There could be several reasons for a significant differ-
ence in blaming AI. One reason is mind-attribution: The AI 
system is perceived as an actor with a mind of its own that 
(i)  causally contributed to the negative consequence and 
(ii)  would have been responsible and capable of prevent-
ing harm. A second reason could be “scapegoating”, where 
the AI system is used as a target for blaming in order to 
reduce one’s own guilt. In that case, it might be harder for 
people to externalize the blame to the AI for the group with 
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to the previous study but (i) the decision tasks were embed-
ded in a game, and (ii) we used a manipulation with four 
groups in which three XAI methods (E1, E2, E3, described 
in the following) were compared to a control group without 
explanations (C). Rather than a combination of GradCAM 
(E1) and example images (nearest neighbors, E2), the study 
tested the effects of both methods separately in two different 
groups. For a third XAI group (E3), we adapted the net-
work dissection algorithm (Bau et al., 2020) to highlight the 
regions of each image where the most important detectors 
of the classifier were activated most strongly. We added tex-
tual labels for the concepts that the respective detector had 
learned to detect. The four different interface variants pre-
sented to the users are depicted in Fig. 2.

After 10 mushroom identification items, a vignette, con-
ceptually similar to that in Study 1 (see Appendix A), was 
presented. Participants had to indicate how much blame 
they attributed to the AI-based system, the developers of 
AI, themselves, and the friend—each on a 7-point Likert 
scale as in the previous study. Next, participants indicated 
whether or not they thought that they could have recognized 
the wrong classification of the mushroom in this situation 

visual explanations, as their own capacity to detect the false 
classification is higher due to AI’s irregularities explicitly 
shown in the explanations. Thus it is more difficult to use 
“scapegoating” as a strategy. The second result, indicating 
no difference between the groups in self-blame, however, 
does not suggest that either group attempted a stronger shift 
of blame away from oneself through a process of increased 
scapegoating.

To further investigate the underlying cognitive mecha-
nisms of blame, we thus conducted a second study.

Study 2: exploring reasons for blame

Methods

We used data from N = 501  participants (240 female, 258 
male, 2 non-binary, 1 without gender specification; mean 
age M = 45.72 years, SD = 15.81) collected in a second 
between-subjects online experiment, which explored the 
effects of various XAI methods on human decision-making 
and trust (Humer et al., 2024). The study design was similar 

Fig. 1  Examples of the two vari-
ants of the Forestly app interface 
for a correct prediction, (a) with 
AI decision only and (b) with addi-
tional visual explanations. Figure 
taken from Leichtmann, Humer, et 
al. (2023) licensed under CC-By 
Attribution 4.0 International
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Results and discussion

We tested the effect of visual explanations on the attribu-
tion of blame by comparing blame ratings from each of the 
test groups (i.e., the groups receiving one of the explana-
tion techniques E1, E2, and E3) to the control group (i.e., 
the group receiving the classification outcome only, C) in 
many-to-one comparisons. Results of the Dunnett tests indi-
cate that participants with explanations (E1, E2, E3) did not 
blame AI (see Table 1) or themselves (see Table 2) statisti-
cally differently compared to the control group (C), although 
there is a tendency to blame oneself more when receiving 

(5-point Likert scale) and how severe they considered 
the consequences of poisoning (5-point Likert scale from 
“very mild” to “very severe”). Participants were then asked 
whether they thought that the AI-based system (i) had free 
will, (ii)  was responsible for its actions, (iii)  acted with 
intention, (iv) had a mind of its own, and (v) had the ability 
to make decisions on its own (5-point Likert scales from 
“strongly disagree” to “strongly agree”)—common con-
structs in moral reasoning (e.g., Bigman et al., 2019; Shank 
and DeSanti, 2018; Komatsu et al., 2021; Monroe et al., 
2017; Malle et al., 2015).

Table 1  Many-to-one comparisons of groups with explanations to the control group on blaming the AI
Control Group Test Group Dunnett Welch Effect Size

 Meth. M SD M SD SE t p t df p d CI Lo CI Hi
E1 4.72 1.53 4.53 1.72 0.195 -0.99 0.65 0.96 233 0.17 -0.12 -0.36 0.12
E2 4.72 1.53 4.62 1.60 0.198 -0.49 0.93 0.50 233 0.31 -0.06 -0.31 0.18
E3 4.72 1.53 4.60 1.53 0.195 -0.64 0.87 0.66 250 0.25 -0.08 -0.32 0.16

Table 2  Many-to-one comparisons of groups with explanations to the control group on blaming oneself
Control Group Test Group Dunnett Welch Effect Size

 Meth. M SD M SD SE t p t df p d CI Lo CI Hi
E1 4.61 1.32 4.71 1.64 0.175 0.59 0.90 -0.56 218 0.29 0.07 -0.17 0.31
E2 4.61 1.32 4.95 1.41 0.178 1.91 0.15 -2.00 229 0.02 0.25 0.01 0.50
E3 4.61 1.32 4.74 1.38 0.175 0.73 0.81 -0.78 244 0.22 0.10 -0.15 0.34

Fig. 2  Examples of the Forestly app interface for the four different 
groups of participants: An interface with the classification result but 
without explanations in the control group (C), and three interfaces with 
various explanations in the XAI groups using either Grad-CAM (E1), 

Nearest neighbors (E2), or network dissection (E3) as techniques. Fig-
ure taken from Humer et al. (2024) licensed under CC-By Attribution 
4.0 International
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the theoretical idea that AI-based systems explaining their 
classification results would be blamed differently either 
because (i) it is perceived as having a mind and thus capable 
of blame, or (ii)  higher traceability through explanations 
does not allow to externalize ones’ own blameworthiness 
(scapegoating).

However, the differences in the allocation of blame 
between the actors allow for a conclusion to be drawn. The 
actors with the closest distance to the main-cause event 
received the most blame, and more distanced actors with 
indirect influence such as the developer received lower 
blame. In line with the moral typecasting theory Gray and 
Wegner 2009, the victim of the event received the lowest 
amount of blame. This confirms the Path Model of Blame 
according to Malle et al. (2014) insofar as those who had a 
direct influence on the initial cause of the negative outcome 
are blamed more.

Further evidence to confirm the path model can also be 
found in the correlative findings. First, severity is associated 
with blaming behavior. This symbolizes the first decision of 
the blame model by Malle et al. (2014), which requires an 
event of a certain severity. Furthermore, correlations con-
firm the role of perceived agency in moral perceptions in 
the context of XAI. According to the Path Model of Blame, 
ascribed obligation and capacity to prevent an event are 
important components in the cognitive process of blaming. 
This role of capacity is also evident in the degree to which 
participants blame themselves for the negative event, as it is 
predicted by the degree to which they think they could have 
recognized the wrong classification.

Surprisingly, hints for scapegoating are limited in this 
study. Blaming AI and blaming oneself is uncorrelated con-
tradicting the idea that AI was used as a scapegoat in order 
to lower self-blame. Although participants also seemed to 

the example-based explanation (E2). We thus could not rep-
licate the findings of the previous study.

While explanations did not cause statistically signifi-
cant differences in blaming, we found differences depend-
ing on the target of blame (i.e., the actors involved in 
the scenario, directly and indirectly; see M and SD in 
Table 3). Participants attributed most blame to them-
selves and the AI system with no statistically signifi-
cant difference (tAI–self(989.5) = 1.15, p = 0.25). These 
two ratings significantly differed from the lower blame 
ratings of the developer (tself–developer(977.6) = 4.77

, p < .001; tAI–developer(997.6) = 3.49, p < .001). The 
lowest amount of blame was attributed to the friend 
(tdeveloper–friend(992.3) = 5.58, p < .001).

To better understand the causes for blame we calcu-
lated correlation coefficients of blame attributions and 
various variables typically involved in moral cognition 
(see Table 3). The results reveal that blaming, in general, 
is associated with the severity of the consequences (see 
7. in Table 3). Additionally, blaming the AI system is cor-
related with ascribing responsibility to the AI system. This 
responsibility is in turn associated with various aspects of 
mind perception (i.e., the ability to make its own decisions, 
having mind, having free will; all inter-correlated within a 
range of.33 to.64)—making the AI system an actor on its 
own. For a better overview, these relationships are graphi-
cally illustrated as a network model in Fig. 3.

Interestingly, blaming AI and blaming oneself is uncor-
related in this study. However, a medium correlation was 
found for blaming AI and blaming the developers (r = .63
, p < .001).

To sum up the quantitative results of study 2, we did not 
find any group differences in blaming AI or oneself. This 
is somehow contradicting our previous results and also 

Table 3  Descriptive statistics and correlations for study variables
M SD 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11.

1. Blaming AIa) 4.63 1.59 —
2. Blaming Selfa) 4.74 1.43 0.01 —
3. Blaming Developersa) 4.27 1.67 0.63∗∗∗ 0.01 —
4. Blaming Frienda) 3.70 1.52 -0.15∗ -0.01 -0.14 —
5. Opportunity to Preventb) 2.67 0.98 -0.05 0.17∗∗ 0.00 0.06 —
6. AI Responsibilityb) 2.36 1.15 0.30∗∗∗ -0.11 0.37∗∗∗ -0.14 0.10 —
7. Poisoning Severityb) 3.45 0.74 0.16∗ 0.25∗∗∗ 0.16∗ -0.06 0.02 0.05 —
8. AI Free Willb) 1.80 1.00 0.02 -0.02 0.12 0.00 0.18 0.38∗∗∗ 0.03 —
9. AI Intentionalityb) 1.79 1.01 0.09 0.00 0.19∗∗∗ 0.09 0.12 0.43∗∗∗ 0.01 0.49∗∗∗ —
10. AI Own Mindb) 1.99 1.09 0.01 -0.04 0.07 -0.07 0.14 0.37∗∗∗ 0.06 0.64∗∗∗ 0.49∗∗∗ —
11. AI Own Decisionsb) 2.69 1.21 0.04 -0.09 0.06 -0.02 0.02 0.33∗∗∗ -0.05 0.36∗∗∗ 0.33∗∗∗ 0.44∗∗∗ —
a)range 1 to 7 Likert-scale level
b)range 1 to 5 Likert-scale level
∗ padj < .05; ∗∗ padj < .01; ∗∗∗ padj < .001

Significance levels corrected for multiple testing
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General discussion and future work

In two empirical studies we explored the effects of sys-
tem transparency (i.e., XAI methods) on human blaming 
behavior, the distribution of blame, and underlying moral 
reasoning in scenarios where a human is harmed as a result 
of human–AI interaction using well-established mushroom 
picking tasks (e.g., Leichtmann, Hinterreiter, et al., 2023; 
Leichtmann, Humer, et al., 2023; Humer et al., 2024).

While the first study showed that humans who did not 
receive explanations blamed the AI-based system more than 
participants who received a combination of two XAI meth-
ods, we could not reproduce these findings in a second study 
that investigated three distinct XAI methods. It could be 
argued that explanation methods vary in their effects depend-
ing on various characteristics of these methods. For example, 
some explanations might hint toward a wrong classification 
due to mismatching information. This could mean that some 
explanation methods lead to higher traceability than other 
methods. Although individuals may have tended to blame 
a system lacking explanations (i.e., using it as scapegoat), 
this strategy may not be as applicable with systems offer-
ing greater traceability, as users could have better identified 
a fault within the system. However, not every XAI method 
may equally contribute to enhanced traceability, leading to 
varying effects. Future studies will have to test the effect 
of example-based XAI methods with larger sample sizes to 
confirm this. Additionally, users’ perceptions of traceabil-
ity within AI systems (see Schrills and Franke, 2023) and 
whether this perception influences their tendency to attribute 
blame, could provide valuable insights in future studies.

blame the developers as the humans behind the technology 
(indicated by the medium correlation between blaming AI 
and blaming the developers), they did not seem to serve as 
scapegoats either.

For a more profound insight into the cognitive processes 
of blame attribution, qualitative content analysis was used 
to examine responses provided in freeform text fields. It 
can be concluded that most people did not assume intention 
in poisoning the friend. Thus, most reasons for attributing 
blame are based on opinions of the obligation or capacity 
to prevent the food poisoning. For example, a person blam-
ing themselves argued “[...] I could also have had it [i.e., 
the mushroom] evaluated by an expert [...]”, indicating that 
they have the obligation and capacity to prevent the event 
(i.e., by double-checking the classification). Similar reasons 
were mentioned for blaming AI (“because apparently it 
must consider even more aspects of these mushrooms”), the 
developers (“developers must check their app [...]”), or the 
friend (“because he himself should have checked what he 
eats”). However, some people stopped in their reasoning on 
a previous step: They identified all actors in the causal chain 
of events and then attributed a similar amount of blame to 
every actor without differentiation (“Everyone who contrib-
utes to something happening is partly to blame”). Thus, for 
some, everyone or no one was blameworthy (e.g., if peo-
ple believed in coincidences: “No one is to blame. It is an 
accident.”). While most participants blamed most actors to 
at least some degree, only few individuals seemed to have 
explicitly used strategies of scapegoating, such as portray-
ing themselves as a “victim” of another actor’s action (“[the 
AI] told me to pick the mushroom”).

Fig. 3  Network model of moral reasoning in 
the fictitious scenario. Variables (i.e., moral-
cognitive responses to the moral event and the 
actors) are represented as nodes and relation-
ships between the variables are depicted as 
edges. Larger weights are doubly encoded by 
shorter edge distance and thicker line width. 
Note: Blaming variables are the degree to 
which participants blamed AI (blame.AI) and 
themselves (blame.me); poison.severity is the 
perceived severity of the harm; AI-related 
variables are the perceived responsibility of 
the AI system (AI.responsibility), and the 
degree to which the AI system is perceived 
as having intentions (AI.intention),a free will 
(AI.freewill), a mind on its own (AI.mind), 
and the ability to make its own decisions 
(AI.decision); I.could.prevent is the degree 
to which participants have the impres-
sion they could have recognized the wrong 
classification
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people blamed themselves more if they thought they could 
have recognized the false classification. This is also sup-
ported by a qualitative analysis of participants’ comments as 
they justify their blaming mainly with an actor’s obligation 
or capacity to prevent an event.

These findings reinforce, on the one hand, the signifi-
cance of both the capability and obligation of every agent 
in blame attribution and confirm the Path Model of Blame 
(Malle et al., 2014). They also affirm the idea that mind per-
ception plays a certain role in attributing blame to machines, 
albeit only indirectly. Future studies, however, need to 
examine more closely the extent to which XAI methods 
influence such mind perception, and if they do influence it, 
the extent to which these effects counteract other effects due 
to increased traceability. At this point, it is important to note 
that the results concerning the cognitive processes of blam-
ing behavior are only of a correlational nature. They are 
causally described here only in the light of the Path Model 
of Blame that indicates a certain causal chain (Malle et al., 
2014). However, it should be emphasized that the data does 
not allow to draw conclusions on causal relationships, but 
represent correlative associations.

We found only limited evidence for “scapegoating”. In the 
first study, it was evident that AI-based systems without expla-
nations were attributed more blame. This can be explained 
through scapegoating, as with a system providing explana-
tions, there is a greater chance of recognizing a flaw in the 
decision, making the AI-based system less likely to be used as 
a scapegoat for blame. However, it could not be demonstrated 
that this also led to a significantly higher level of self-blame. 
Qualitative results also yielded limited evidence of scapegoat-
ing processes. Future studies should thus focus more on the 
circumstances under which scapegoating is used as a strategy.

Finally, our study also showed that blame is not dis-
tributed equally. People blamed themselves and the AI-
based system most, followed by the developers. The friend 
received the lowest amount of blame. Future studies are 
planned to explore whether this blame of each actor is also 
associated with various behavioral intentions. For example, 
blaming oneself might be associated with the intention of 
informing oneself better about the limitations of AI, while 
blaming developers might be linked to potential legal 
actions against a company.

Appendix A  Vignette of study 2

The vignette presented in Study 2 was similar to that pre-
sented in Study 1, but with small variations in wording:

“Imagine you had been on a real-life mushroom hunt 
using the “Forestly” app from this study. Assume that 

In our study, we used explanations that Miller (2023) 
calls ’recommend and defend’ approaches. The AI decision 
aid gives a recommendation and explains why this recom-
mendation is considered the best answer. In such high lev-
els of automation of decision making the user is usually not 
able to explore different options (Parasuraman et al., 2000). 
Therefore, these explanations offer little help when the user 
does not find the recommendation convincing (Miller, 2023). 
They do not provide information on why other solutions are 
not considered the best answers, as counterfactual explana-
tions do. Future studies could compare differences in blam-
ing between these two approaches. Users might be more 
likely to blame the system if they feel it is defending its deci-
sions as in ’recommend and defend’ approaches instead of 
being transparent and understandable. On the other side, the 
possibility to ask why other recommendations were not cho-
sen in counterfactual explanations could (i) make it easier to 
recognize when the system makes mistakes, (ii) increase the 
locus of control of the users, and thus (iii) make the users 
more responsible. This way, the AI decision aid cannot be 
easily used as a scapegoat. Users have to take more responsi-
bility themselves and might be more blameworthy.

Besides XAI methods, there are other features of the 
interface design that might affect user blaming behavior. Our 
study focused on XAI methods, mostly in the form of visual 
explanations, that is to provide information about the causal 
history of the AI classification formation in visual form (for 
a definition of explanation see Miller, 2019). Future studies 
should test the influence of other design features on blaming 
behavior beyond explanations. One such aspect that has been 
studied in the AI literature could be the system’s confidence 
level (see Zhang et al., 2020). In our study, we ensured that 
this level varied across task items (indicated here in differ-
ent percentages between 40% to 100% for the top classes) 
to evoke an overall balanced level of certain and uncertain 
decisions. Future studies could specifically manipulate this 
certainty information and investigate the effect on blaming 
behavior. Users might be even more inclined to blame an 
AI-based app with higher confidence levels and even feel 
deceived by the AI-based system.

Our study shows that some design features of AI-based 
systems, such as XAI methods, can affect our moral rea-
soning. Therefore, these effects must be considered in the 
development of AI-based systems. Future studies will have 
to test the effects of different variations and combinations 
of interface features including other XAI methods or varia-
tions in certainty levels.

The second study allowed us to draw conclusions about 
moral reasoning: Correlations showed that people blamed 
AI more if it was perceived as responsible for its actions. 
This responsibility in turn was associated with mind percep-
tion, in line with work by Gray et al. (2012). Furthermore, 
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driving car accidents in experimental settings. International Jour-
nal of Human-Computer Interaction, 36(18), 1768–1774. https://
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you decided to pick a mushroom which had been clas-
sified as edible by the artificial intelligence. After your 
mushroom hunt, you met a friend of whom you know 
that he is very into mushrooms. You decide to give 
him this mushroom as a gift. In the evening it turns 
out that the mushroom was poisonous and your friend 
complains about nausea, vomiting, and diarrhea.”
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