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Abstract

Most tabular data visualization techniques focus on overviews, yet many practical analysis tasks are con-
cerned with investigating individual items of interest. At the same time, relating an item to the rest of a poten-
tially large table is important. In this work, we present Taggle, a tabular visualization technique for exploring
and presenting large and complex tables. Taggle takes an item-centric, spreadsheet-like approach, visualiz-
ing each row in the source data individually using visual encodings for the cells. At the same time, Taggle
introduces data-driven aggregation of data subsets. The aggregation strategy is complemented by interaction
methods tailored to answer specific analysis questions, such as sorting based on multiple columns and rich
data selection and filtering capabilities. We demonstrate Taggle by a case study conducted by a domain expert

on complex genomics data analysis for the purpose of drug discovery.
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Introduction

Visualization of tabular or multidimensional data is
important in many application domains and is a main-
stay of visualization research. Many multidimensional
data visualization techniques, however, focus on pro-
viding overviews. To answer questions about the high-
level similarity of items, projection techniques have
proven useful, while exploring correlations between
dimensions is well addressed by axes-based techniques
such as scatterplot matrices and parallel coordinate
plots. The third type of task is concerned with under-
standing the properties of an item in all dimensions,
which is well addressed by tabular techniques. Tabular
techniques use a spreadsheet-like layout, with each
item in a row and each dimension in a column. In con-
trast to spreadsheets, the cells use visual encodings to
make the data easy to view and to be able to explore

higher level trends. Prominent examples of tabular
visualization are the Table Lens," Bertifier,” LineUp,’
and ComplexHeatmap.*

A shortcoming of current tabular visualization tech-
niques is their lack of sophisticated focus and context.
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A common solution implemented in both the Table
Lens and LineUp is to scale down the rows in the
visualization and then use geometric distortion (lenses)
to reveal details about selected items. Distortion, how-
ever, is associated with a variety of drawbacks, such as
maintaining object constancy.” Also, lens-based
approaches in tables rely on linear orderings, which
cannot leverage higher level semantics of the data to
provide compact but meaningful aggregations.
Aggregation approaches based on grouping, in con-
trast, can stratify a table in a data-driven way and
hence semantically meaningful way.

Our primary contribution is Taggle, a tabular visuali-
zation method that displays large tabular datasets with
up to a million data items by selectively grouping and
aggregating subsets of a dataset. The goal of Taggle is
to provide a high-level overview of large tabular data-
sets while allowing users to drill down to individual
items. Groupings and aggregations of rows can be
dynamically defined by users using selection, or in a
data-driven way based on categorical or numerical
dimensions. Hierarchical combinations of aggregations
enable fine-grained control of what to show in a data-
set at which level of detail. Taggle also introduces
grouping and aggregation of columns for cases where
columns represent data of the same type, as, for exam-
ple, in time-series data. The grouping and aggregation
capabilities are complemented by sorting and filtering
techniques.

We showcase Taggle using a public health dataset:
the spread of AIDS across the nations of the world.
We also demonstrate Taggle using a variety of datasets,
including a dataset of soccer players, programming
language popularity, world happiness measures, eco-
nomic data, and many others at https://taggle.caley-
doapp.org/. We demonstrate Taggle’s utility using a
case study on analyzing a cancer genomics dataset for
the purpose of drug discovery.

Tabular data

Throughout this article, we use an AIDS dataset from
UNAIDS AIDSinfo (https://aidsinfo.unaids.org/) as a
guiding example. This dataset was enriched with meta-
data about the countries, such as population, which we
retrieved from the United Nations Population Division
(https://www.un.org/en/development/desa/population/)
and the yearly Human Development Report of the
United Nations Development Programme (http:/
hdr.undp.org/). The combined dataset consists of 17
numerical columns (e.g. population, sex before the age of
15 in percent), 4 categorical columns (e.g. continent,
human development index), and 10 time-series matrices

(e.g. AIDS-related deaths or new HIV infections over a
period of 27 years) collected for 160 countries.

Tabular datasets are usually composed of items
stored in rows, which often correspond to independent
variables (countries, in our example), and values (i.e.
observations about these variables) stored in columns,
which commonly correspond to dependent variables
(e.g. population or continent, in our example). Lex
et al.® discuss heterogeneity and sources of heteroge-
neity in tabular data: semantics—the columns in the
table have different meanings; characteristics—the col-
umns have different data types and value ranges; and
statistics—the columns have different behaviors or
distributions.

Homogeneous datasets lend themselves to compact
and simple visual representations, as all data items
share the same meaning and scales. Heatmaps,’ for
example, are well suited to homogeneous datasets, as
they encode each cell with a color value, which makes
it possible to represent individual items at minimal
scale.

Heterogeneous datasets have different semantics,
characteristics, and statistics. Consequently, they may
need separate scales and visual representations for each
column. For instance, the population is given in abso-
lute numbers and sex before the age of 15 is stated in
percent.

We distinguish between the following data types:
Attribute columns where all associated records are of
the same type and semantics, such as the name, gender,
and age columns in a table of people. Attributes can
be categorical, numerical, temporal (date and time),
or textual. Matrices are composed of attribute col-
umns of the same semantics and data type as is com-
monly found in, but not exclusive to, time series. An
example is a country’s GDP over multiple years, where
each year is a column in the matrix. A non-time-series
example, common in the field of genomics, is a gene
expression dataset, where the rows are genes and
each patient is a column in the matrix. Although it is
possible to interpret matrices as a list of columns, it is
beneficial to treat them as a matrix, because the homo-
geneity of the data is an opportunity for compact rep-
resentation. The columns in matrices can also be
associated with attributes that describe a common
property of the column, such as the decade associated
with a year, or a shared phenotype of patients.

Design goals

Based on discussions with experts from various appli-
cation domains who regularly analyze large tabular
datasets, literature reviews, and our own experience,
we developed a set of design goals for Taggle. Our first
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goal is to develop an item-centric visualization tech-
nique that also explicitly shows all dimensions relevant
to an analysis task. This goal by itself is addressed by
prior tabular data visualization technique, but currently
no tabular data visualization technique addresses our
second goal: providing a seamless combination of over-
view and details through selective, data-driven aggrega-
tion. A technique that would satisfy this goal would
remedy the major drawback of tabular data visualiza-
tion techniques: limited context. Current tabular visua-
lization techniques can only provide context only by
showing neighbors through a single, global sorting,
which makes it difficult to compare items of different
categories. This design goal is hence concerned with
showing the details about selected items and providing
context, for example, through aggregations of data-
driven groups.

To fully leverage the potential of an overview plus
detail tabular data visualization technique, we need to
give users the ability to flexibly define the parameters
of the display. To address that, our third goal is to pro-
vide rich interaction techniques that support answer-
ing specific questions, such as sorting, filtering, and
grouping. Finally, to appropriately visualize the diverse
data types and different levels of aggregations, we need
to provide a variety of visual encodings suitable for
specific situations. One goal is to provide sensible
defaults, but we also need to provide the ability to flex-
ibly choose visual encodings tailored to data types and
aggregation levels, to account for the diversity of anal-
ysis questions and dataset characteristics.

Related work

We discuss related work in light of two considerations:
(1) a review of tabular data visualization techniques
and (2) approaches to aggregation.

Tabular data visualization

Since tabular data analysis plays an important role in
many research fields, a substantial body of work exists
on visualizing such data. We distinguish between four
types of tabular data visualization techniques:

1. Dimensionality reduction techniques, which show
a lower dimensional projection of a high-
dimensional dataset.

2. Axes-based techniques, which position marks for
each cell based on its value, such as parallel coor-
dinates, star plots, and scatterplot matrices,

3. Tabular techniques, which retain item positions
across columns and encode the data within the
cells.

4. Multiple coordinated view (MCV) and hybrid
techniques, which show visualization of individual
dimensions or subsets of attributes in separate but
linked views.

Our four types of tabular data visualization tech-
niques are related to the three families proposed by
Dimara et al.® In their work, they distinguish between
lossy and lossless geometric projection techniques.
Lossy techniques do not preserve the raw values of
individual dimensions, that is, this category corre-
sponds to the dimensionality reduction techniques.
Their family of lossless techniques includes axes-based
and tabular techniques, which we keep separate, as
they employ different data encoding principles.

Dimensionality reduction techniques. Projection or
dimensionality reduction techniques visualize the struc-
ture of items associated with high-dimensional data in a
lower dimensional space. There are various commonly
used approaches, such as principal component analysis,
multidimensional scaling techniques, or t-distributed
Stochastic Neighbor Embedding (t-SNE).° For data
visualization, usually a two-dimensional (2D) or some-
times also a three-dimensional (3D) representation of
the projected items is displayed. These low-dimensional
projections show groups of similar items close to each
other. One problem of projections is that they can pro-
duce artifacts showing items that are quite different in
proximity. A variety of techniques have been proposed
to address this and related shortcomings.'®? Another
challenge with dimensionality reduction is the sensitiv-
ity of the results to the choice of algorithm and the sen-
sitivity to parameters,'® which often makes an iterative
approach with multiple parameters and/or algorithms
necessary.

A special case of dimensionality reduction is to turn
relationships and items into a network, and then ren-
der that network using, for example, force-directed
layout algorithms. Examples of this approach are
Ploceus,* Orion,'® and Origraph.'®

We argue that projection techniques are well suited
to visualize structure in a high-dimensional dataset,
but they cannot adequately show why items in a clus-
ter belong together. Projection techniques are espe-
cially useful in cases where the dimensions themselves
are not meaningful to human analysts, such as a table
of term frequencies when analyzing text documents.
Taggle is concerned with exactly the opposite use
cases: where the properties of the dimensions are criti-
cal in making decisions.

Axes-based techniques. Axes-based techniques use
axes representing individual attributes and spatially



Information Visualization 00(0)

encode the items’ values. Key examples are scatterplot
matrices,'”!® which place scatterplots consisting of
orthogonal axes to show pairwise relationships between
attributes in a matrix, and parallel coordinates,'* 2!
which place axes in parallel and connect individual
items to their position on the axes using polylines.
Variations of parallel coordinates are star plots,22 where
all axes originate from a common point, or other, more
general axes-based layouts.?> Generalizations of axes-
based techniques include FLINA,?** a technique that
lets users flexibly arrange axes and choose between
connection lines or dots, and GPLOM,?’ which gener-
alizes the scatterplot matrix idea to other visualization
techniques shown in the cells.

Axes-based techniques can effectively show correla-
tions between neighboring axes. However, the quality
of insights depends on the order of the axes. Other lim-
itations are the visual clutter caused by crossing poly-
lines and the fact that axes-based technique is
problematic for encoding categorical and textual
attributes.

Tabular techniques. Tabular visualization techniques
use a grid layout where rows represent items and col-
umns dimensions (although the inverse is also possi-
ble); the value of each item in each dimension is
encoded in a cell. Within the class of tabular tech-
niques, we further distinguish tabular visualizations for
homogeneous tables, visualizations for heterogeneous
tables, and spreadsheet tools. An overview summariz-
ing the features and supported tasks of individual tab-
ular visualization techniques listed in this section can
be found in Table 1 of the supplementary material.
The prototypical example of a homogeneous tabu-
lar visualization technique is a heatmap,?® where cell
values are encoded using color (hue, saturation, value,
or opacity). Homogeneous table visualization tools are
useful for data that have the same type and scale
across all dimensions (matrices, according to our defi-
nition in section “Tabular data”). Heatmaps are excep-
tionally scalable, as the cells can be allocated as little
as a single pixel of space. A key aspect is to find good
orderings of the rows and columns, which is often
done using clustering’ or seriation approaches.?’
Visualization tools that provide advanced features for
heatmaps include the Hierarchical Cluster Explorer,>®
GAP,29 Pe:rmutMaltrix,30 Cluste:rgrammer,31 and
SmartExplore.>? Taggle can efficiently visualize homo-
geneous tables, but in contrast to the techniques dis-
cussed here, Taggle also supports heterogeneous
tables and can combine homogeneous parts of a het-
erogeneous table (matrices) and heterogeneous col-
umns in a single visualization. The Table Lens' is a
tabular  visualization = technique  suitable for

heterogeneous tables. It is probably the most closely
related technique to Taggle and inspired its develop-
ment. It uses visual encodings tailored to different data
types to represent values in cells. Rich sorting opera-
tions allow users to compare trends between separate
attributes. Scalability is achieved by down scaling
rows, and a combination of appropriately chosen
visual encodings and lens techniques ensures the read-
ability of trends and individual items. The most
important differences to Taggle are that the Table
Lens does not support aggregation and is therefore
limited in terms of scalability. Taggle also introduces a
variety of subtle new ideas, such as embedding space-
efficient techniques for homogeneous subsets of a
table. A variety of tools, such as DataComb,>> the
Visual Spreadsheet,>* and the table views in some
multivariate tree and network visualization tools,>>>°
implements ideas of the Table Lens. Another tech-
nique employing various visual encodings suitable for
heterogeneous tables is Bertifier.? It was inspired by
Jacques Bertin’s matrix analysis methods and supports
interactive data reordering based on similarities
between rows and columns. However, the technique is
intended mainly for presenting small- or medium-
sized tables.

Widely used spreadsheet tools, such as Microsoft
Excel (https://products.office.com/en-us/excel/),
Google Sheets (https://www.google.com/sheets/about/),
and Apache OpenOffice Calc (https:/www.openoffi-
ce.org/product/calc.html) typically support tabular
operations such as sorting, filtering, and grouping.
However, although spreadsheet tools usually support
rich charting operations, they provide only limited
support for the direct visual encoding of cells, using
techniques such as conditional formatting.

FOCUS?” and its successor InfoZoom>® are hybrid
spreadsheet/tabular visualization tools. In addition to
the Table-Lens-like layout, InfoZoom provides an
overview mode that shows the distribution of values
for individual attributes, sorting each attribute row
individually. Although this provides an overview of the
distribution of values, it is no longer a tabular layout.

MCV techniques and hybrids. MCV systems represent
(sets of) attributes of a tabular dataset in separate,
linked views. These systems allow users to choose
representations that are suitable for the subset of data
represented by a single view and usually rely on linked
highlighting to highlight the same items in different
views. Representative systems in this category include
Improvise®® and Keshif.** Common configurations of
Keshif, for example, use a tabular view to identify spe-
cific items, but represent other attributes in other views
using histograms or bar charts, for instance.
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Although MCYV systems can leverage visualization
techniques that are ideal for certain attributes and that
would potentially not fit into the confines of a tabular
layout, they also add complexity and increase the cog-
nitive load for the user.*! Tabular layouts, in contrast,
make the association of all attributes to their item easy,
but make it harder to see correlations between attri-
butes or trends across the whole dataset.

As the Keshif example shows, tabular visualization
techniques, such as Taggle, are an ideal complement
to MCYV systems: although selected attributes can be
shown in dedicated views, for example, on a map or in
a node-link layout, other attributes can be shown as
part of the tabular visualization.

Note that the line between MCVs and other tech-
niques is fluid; a scatterplot matrix, for example, can
be considered as both an axes-based technique and an
MUCYV system.

Hybrid approaches that use multiple views and
combine overview and tabular approaches or overview
and projection approaches are also available. In hybrid
overview-tabular approaches, the rows are preserved
within subsets of the data, but the relationships
between subsets are visualized using an overview tech-
nique. Examples of this class include NodeTrix,*?
VisBricks,® StratomeX,**** Domino,*> and Furby.46
In hybrid overview-projection approaches, selected
attributes are plotted on top of a plot of projected
data, as in the technique developed by Stahnke et al.'*
Domino® is a hybrid tabular/overview MCV tech-
nique. It is based on the concept of placing subsets of
a dataset on canvas and choosing a suitable represen-
tation (view) for it. Multiple subsets can then be con-
nected to show their relationships in various ways.
Matchmaker,*” VisBricks,® and StratomeX*>** are
related hybrid techniques but they are more restricted
with respect to the selection and layout of subsets.

Aggregation methods

Orthogonal to the design space discussed above are
aggregation methods for tabular data: representing the
underlying distribution or statistical measures of a set
of items is an important approach to increasing the
scalability of visualization techniques. Aggregation can
be applied to a whole dataset or to multiple groups of
items and/or attributes separately. Elmqvist and
Fekete*® proposed several design guidelines for aggre-
gation, including Visual Summary—aggregates should
convey information about the underlying data;
Discriminabilivy—aggregates can easily be distinguished
from individual data items; and Fidelity—measures are
taken to counteract artifacts of the aggregation process
that misrepresent true effects. The aggregation

techniques in Taggle were designed with these guide-
lines in mind.

Examples of overview techniques using aggregation
are hierarchical parallel coordinates,*® which visualize
cluster centroids rather than individual items, and
VisBricks,® which can visualize clusters using various
techniques, including statistical summaries such as his-
tograms. An example MCV technique that predomi-
nantly uses aggregations is Keshif.*® In Keshif, a table
of items is supplemented with multiple views showing
distributions for interaction-driven exploration.

To our knowledge, there is currently no interactive
general tabular visualization technique that allows
aggregation. When working with large tabular data,
not all data can be shown in detail, as the number of
rows quickly exceeds the available display space. There
are two potential remedies: scrolling and aggregation.
Although scrolling is common when working with
tables, it does not preserve the context of off-screen
data items. Aggregation, in contrast, can be leveraged
to preserve both details about a set of items in focus
and context about the rest.

Various specialized tabular visualization tools use
aggregation in tabular layouts. iHAT>® aggregates
amino acid sequences and associated metadata using
the most frequent category or the average to represent
aggregated items, depending on the data type.
Holzhiiter et al.”! use the average for numerical values
for aggregates. Both techniques employ transparency
to communicate fidelity (the higher the variation in a
cell, the higher the transparency), but neither
addresses fidelity well. The Breakdown Visualization
technique by Conklin and North®? aggregates rows or
columns of a table based on a pre-existing aggregation
hierarchy. Users can traverse the hierarchy and pivot
through intersecting hierarchies. The UpSet>> tech-
nique aggregates items based on set memberships. It
uses visualizations such as box plots for representing
aggregated group statistics. In contrast to these tech-
niques, Taggle provides the user with the flexibility to
aggregate subsets of the table, while keeping details of
other parts of the table visible in place.

Visualization and interaction design

Taggle is an item-centric visualization technique that
shows all dimensions relevant to an analysis task and
at the same time provides a seamless combination of
overview and details through selective, data-driven
aggregation. Here we introduce this approach.

Taggle enables users to group items based on hier-
archical combinations of attributes. The result of these
nested grouping levels is an ordered tree where all
leaves are items (Figure 1(a)). Data-driven filter and
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sorting operations (Figure 1(b) and (c)) can be used
to reveal items of interest.

By defining groups, we can add new levels to the
tree (Figure 1(d) and (e)). For example, we can group
the countries in the AIDS dataset by continent.
Groups can be defined based on categorical attributes,
numerical thresholds, or user selections. Groups are
represented as a row showing summary representa-
tions for the items in the group.

Each branch in the tree can be collapsed indepen-
dently, hiding the items while the group summary
remains, as shown in Figure 1(f). Each row of the
resulting table then corresponds to either one item or
one group. We can use this approach, for example, to
show summaries of all continents, but also to show the
individual countries on the African continent. By
adjusting the level at which to aggregate, users can
dynamically control the level of detail of the rows
when rendering the table.*®

Finally, we introduce a degree of interest opera-
tion* to reveal aggregated items that are especially rel-
evant to the analysis. Our current implementation is
naive, revealing only the first N items of an aggregated
group. By leveraging sorting, we ensure that these
items are the most relevant to the current analysis task.
The operation allows us, for example, to show a sum-
mary of the AIDS epidemic by continent and reveal
the 10 most affected countries for each continent at
the same time. The degree of interest can be adjusted
to reveal more or fewer items (Figure 1(g)). This func-
tion could be improved to take other aspects of the
data into account, such as a cut-off of an attribute or
the size of the group.

Overall design

The Taggle interface consists of two parts, as shown in
Figure 2: (a) the main table view and (b) a data selec-
tion panel that is the interface for various operations.
The table view implements the overview plus detail
concept for visualizing tabular data. The column head-
ers of the table view provide the means for sorting,
changing visual encoding, filtering, and grouping. The
data selection panel provides access to all available
numerical, categorical, text, and matrix attributes. Its
primary use is to enable analysts to choose which attri-
butes to show in the table view. For each column that
is shown in the table view, the data selection panel
shows a visual summary of the data in the form of a
histogram, when appropriate. Below, we introduce the
visual elements and interactions in detail, together
with justifications of our design decisions.

Layout strategy

Complementary to our overview plus detail concept
described above, we introduce two different layout
modes serving the high-level tasks of (1) obtaining an
overview and (2) seeing details for a subset of the
items.

The goal of the detail mode is to allow users to see
all details for selected items including labels, numerical
values, and category names. Although this maximizes
the readability of items, it comes at the cost of reduc-
ing the number of visible items.

In overview mode, the goal is to show as many rows
as possible in order to give users a good sense of the
overall patterns and distributions. To achieve this,
Taggle decreases the height of items until the whole
table fits on the screen, or until each item has a height
of a single pixel, as lower values would introduce
uncertainty due to interpolation artifacts.’’ Aggregated
groups are shown using a fixed height. Overview mode
is a complementary strategy to aggregation: it is useful
to get an idea about the distribution of the data in the
columns and does not require that meaningful groups
are defined. When viewing the table in overview mode,
users can still increase the level of detail for one or
multiple items by selecting them, which is useful in
cases where users spot items of interest that they want
to inspect in detail.

Sorting

Sorting is a simple way of identifying minima and
maxima in columns. Sorting also reveals relationships
between columns. In addition to sorting in ascending
or descending order by a numerical, textual, or catego-
rical column, Taggle enables users to sort items hier-
archically, where a top-level column determines the
initial sorting, a second column breaks ties from the
initial sorting, and so on. This sorting strategy is par-
ticularly useful when sorting by categorical columns.
Users can also sort matrix columns by specifying a sta-
tistical measure (minimum, maximum, lower and
upper quartile, median, mean) as the sorting criterion.

Although other table visualizations such as the
Visual Spreadsheet®® sort attributes hierarchically
based on the order of the columns, we decided to sep-
arate the sorting from the layout. Since we expect that
in most cases users are satisfied with simple sorting by
one attribute, clicking on the sort button in the col-
umn header always results in the data being sorted by
the corresponding attribute. Once the user activates
the sorting by one attribute, a dedicated sorting hierar-
chy panel appears in the data selection panel. The
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Figure 1. Illustration of topological operations on a heterogeneous table (a) consisting of numerical (#) and categorical
() attributes and their results reflected in the aggregation hierarchy: (b) filtering, (c) sorting, (d) grouping by a single
categorical attribute, (e) grouping by the Cartesian product of two categorical attributes, (f) aggregating, and (g) degree
of interest.
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