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Explanations of deep neural networks (DNNs) give
users a better understanding of the inner workings
and generalizability of a network. While the major-
ity of research focuses on explanations for classifi-
cation networks, in this work we focus on explain-
ability for image segmentation networks. As a first
contribution, we introduce a lightweight frame-
work that allows generalizing certain attribution-
based explanations, originally developed for clas-
sification networks, to also work for segmentation
networks. The second contribution is a web-based
tool that utilizes this framework and allows users
to interactively explore segmentation networks.
We demonstrate the approach using a self-trained
mushroom segmentation network.

Segmentation network adaptation
Instead of adapting an explanation method to work
with segmentation networks (like the approach pro-
posed by Vinogradova et al. [3]), we propose to adapt
the segmentation networks in such a way that they
resemble classification networks. To this end the out-
put shape of the network has to be reduced to give
only one classification result instead of one result
per pixel, which is achieved by using a global aver-
age pooling layer (GAP). Right before GAP, a custom
binary mask is multiplied with the segmentation out-
put of the network, which allows the specification of
regions that are of interest to users (see Fig 2).
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Figure1The web-based application allows users to interactively explore Grad-CAM explanations of
segmentation networks. Users can (a) upload images, (b) choose a class for which the explanation
is calculated, (c) choose single pixels or areas in the predicted segmentation mask to calculate the
explanation, and (d) choose the convolutional layer for which the Grad-CAM is calculated. The
(e) pixel importance shows the resulting Grad-CAM as a heatmap, which users can leverage for
their analysis. The example of a mushroom segmentation shows that the network focuses mainly
on the border pixels of the mushroom cap to segment the cap. Input image adapted from [2, 4].

Interactive tool
Having attribution-based explanations is important for better understanding deep neural net-
works (DNNs). However, static explanations alone are insufficient for gaining a deeper under-
standing of the inner workings of such networks. We developed an interactive tool that facilitates
the exploration of attribution-based explanations for image segmentation networks as shown in
Fig 1. The application builds on top of the previously described network adaptation framework
to calculate Grad-CAM [1] explanations for segmentation networks.

Stipe

Ring

Gills

Cap

Mask

Cap

Gills

Ring

Stipe

w x h x c

w x h

w x h x c

1 x c
w x h x 3

Stipe
Ring
Gills

Cap

Segment GAP

w ... input width
h ... input height
c ... channel (= number of classes)

Figure 2 Schematic overview of a framework to adapt segmentation networks in a way that makes
them resemble classification networks. As usual the input image is processed by the segmentation
network (Segment), which results in one classification per pixel (w× h× c). A custom binary-mask
is then multiplied with the segmentation output to select a region of interest. Using the global
average pooling layer (GAP) the dimension of the result is then reduced to 1 × c (i.e., one output
for each class), which resembles the output of a classifier. Input image adapted from [2, 4].
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