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ABSTRACT

In many science domains data analysis has replaced data acquisi-
tion, generation, and storage as the main challenge. This challenge
stems not only from volume but also from complexity and hetero-
geneity of the data. Molecular biology is a prime example for this
trend. We identified six key aspects that a visual analysis platform
for biological data should support. We address these aspects with
the development of Caleydo Web. In this poster we describe its
architecture and give an example of how it can be used to cre-
ate StratomeX.js, a sophisticated visualization technique for cancer
subtype characterization.
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1 INTRODUCTION

Significant breakthroughs in the acquisition but also in the storage
of scientific data have shifted the grand challenge in many science
domains to data analysis [7]. A prime example for this shift is
molecular biology, where large initiatives like The Cancer Genome
Atlas project and emerging technologies such as single cell gene
sequencing produce vast amounts of heterogeneous data. Visual
analysis is a key approach for making sense of the data. However,
with datasets from different sources, with different meanings, on
distinct levels of scale, and of various types (tables, text, graphs,
etc.), there is the need for new visual analysis platforms that tackle
these new challenges. In this poster we introduce and present the
current state of Caleydo Web, a next generation open source visual
analysis platform for biomedical data.

2 KEY ASPECTS

From our experience with domain collaborators and designing vi-
sualization systems in the past [4, 5] we identified six key aspects
that a visual analysis platform for biological data needs to support:

A I: Data Scale and Heterogeneity Not only is the size of
datasets increasing, there is also a growing number of publicly
available datasets that researches want to integrate. Taken together,
we observe that the size, complexity, and heterogeneity increases
beyond current analysis and visualization capabilities. The data
spectrum ranges from clinical and expression data, over epigenetic
data, to full genome sequence information. Challenges include ac-
cessing, processing, and interactively visualizing the data.
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A II: Identifier Management An important aspect when integrat-
ing datasets from various sources is the mapping of identifiers be-
tween different annotation systems (e.g., Entrez, DAVID). Map-
pings, however, can be 1:1, 1:n, n:m, or even more complex if they
are based on partially overlapping gene locations. Also, entities of
different types (e.g., gene, protein, samples) that can be defined on
different levels of granularity (e,g., chromosome, gene, base pair)
lead to additional challenges.
A III: Multiple Coordinated Views (MCV) The integrated anal-
ysis of multiple interconnected datasets can lead to new insights,
yet it is often sensible to show different datasets as independent
views, as the visualization can then be chosen to best represent the
data. The coordination of these views provides the links between
the datasets. The MCV system needs to visually link the entities
across the annotation systems and granularity levels involved.
A IV: Provenance and Collaboration A recent review showed
that it was not possible to reproduce the findings from almost 90%
of over 50 cancer genomics studies [1]. This highlights the need
for all stages of the analysis to be reproducible, interpretable, and
communicable, including the visual analysis. Integrated support for
provenance tracking, sharing of results, communication, and col-
laboration are essential.
A V: Integrated Data Analysis The integration of algorithms,
statistics, and machine learning approaches like clustering or di-
mensionality reduction are crucial for most applications of visual
analysis platforms to biomedical data. The back and forth between
analysts and algorithms should be as tight and swift as possible.
For instance, when a data query cannot provide immediate feed-
back due to the complexity of the query or the size of the data, the
system should report intermediate results which the analyst can use
to judge the correctness and suitability of the parametrization and
adjust them if necessary [6]. Data mining algorithms can also be
used for guiding analysts to interesting patterns proactively [8].
A VI: Adaptability The last key aspect deals with the adaptabil-
ity to changing environments. A visualization framework needs
to be flexible enough to allow for, e.g., the addition of new data
types, storage backends, visualization techniques, or processing al-
gorithms. The platform should also support the creation of cus-
tomized setups that are tailored to a specific application use case.

3 RELATED WORK

BioJS [3] is a library for representing biological data. Its core is
a small event-driven architecture that can be extended via plugins
that are collected in a public registry. Interfaces are not defined
by the library but described within a plugin’s documentation only.
This allows easy setup and creation of plugins for a range of dif-
ferent data types (A VI and A I). However, developers aiming at
using multiple plugins in a setup with multiple coordinated views
have to handle the synchronization and data mapping between in-
dividual plugins manually—hampering A II and A III. Moreover,
the library focuses on the visualization of data only, not how it is
accessed or processed (A V). Dealing with large datasets in web-
based frameworks is particularly challenging, since transferring the
whole dataset to the client is not an option.



Caleydo [4] is a standalone visualization framework for biolog-
ical data and the predecessor of the proposed framework. Caleydo
supports A II and A III, however, it lacks support for large datasets
(A I), since it is a client-only application in which all datasets are
loaded into main memory. Moreover, it has only rudimentary sup-
port for provenance (A IV) via a simple undo mechanism and the
integrated data processing (A V) is limited to a fixed set of hard
coded algorithms, such as clustering algorithms.

4 ARCHITECTURE

Caleydo Web is based on a client-server architecture with a plugin
mechanism on both sides. Client and server are coupled loosely
via REST and WebSocket interfaces such that individual compo-
nents can be replaced. By default, a web browser-based client and
a Python server are used. Alternative possible clients include an R
client for using the server API as centralized data access, or server
components written in different programming languages like Java.

The plugin architecture uses a runtime environment with lazy-
loaded plugins implementing extensions on one or both ends. The
types of extensions include visualizations, data providers, data
types, data formatters, or applications. An application is a cus-
tomized and specialized arrangement of plugins for a specific pur-
pose. For example, StratomeX.js, is a web-based reimplementation
of Caleydo StratomeX [8, 5]. Figure 1 illustrates the interplay be-
tween the individual components. We are also working on a public
registry in which plugins can be published, explored, and shared.
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Figure 1: Architecture of Caleydo Web. Italic labels indicate work
in progress. Grey boxes represent Caleydo Web’s core, dark orange
boxes major plugin types, and light orange boxes custom plugins.

This architecture allows to integrate all key aspects listed in Sec-
tion 2. Large data (A I) can be handled by the web-client/server ar-
chitecture. Depending on the data size, only partial, aggregated, or
transformed data is transferred to the user. Mapping between differ-
ent annotations (A II) is implemented using a graph database. Visu-
alization plugins select items within their dataset and the platform
takes care of converting the selection into their corresponding items
in other visible datasets. By using a plugin-based approach, Ca-
leydo Web is very flexible in terms of contained visualization tech-
niques, dataset types, storages, and so on—addressing A VI. MCV
setups (A III) are implemented by enforcing a minimal interface
to visualization plugins including the location of individual data
points. This allows the platform to create visual links across un-
known representations. A command design pattern is used for man-
aging provenance information (A IV). For the last aspect A V, we
plan to use R, Python, and Refinery1 for executing workflows. In-
termediate results and feedback on the web-client are implemented
using WebSocket communication.

1http://www.refinery-platform.org/

5 IMPLEMENTATION

Caleydo Web (http://caleydo.org) is open source under the
BSD license and hosted on https://github.com/Caleydo.
The client runtime of Caleydo Web is implemented in TypeScript
and JavaScript using HTML5. This allows visualization plugin de-
velopers to use their favorite technology, such as D3[2], HTML
Canvas, or WebGL. The server runtime of Caleydo Web is imple-
mented in Python using the Flask2 framework. First individual plu-
gins provide access to data storage files in HDF3 or CSV format,
and databases including Neo4j4. We plan to integrate an R inter-
face for more complex data processing operations.

6 DEMO APPLICATION: STRATOMEX.JS

StratomeX.js is a Caleydo Web-based reimplementation of Caleydo
StratomeX [5], a cancer subtype visualization technique. Figure 2
shows a screenshot of the application with annotations indicat-
ing individual plugins of Caleydo Web, highlighting its reuseabil-
ity. A demo version is available at http://caleydo-web.
herokuapp.com/stratomex.js.
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Figure 2: Screenshot of StratomeX.js based on Caleydo Web. Indi-
vidual components of Caleydo Web are annotated.
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