
Operationalizing Human-Centered Perspectives in Explainable 
AI 

Upol Ehsan∗
Georgia Institute of Technology 

Atlanta, GA, USA 
ehsanu@gatech.edu 

Martina Mara 
Johannes Kepler University Linz 
Linz, Upper Austria, AUSTRIA 

martina.mara@jku.at 

Philipp Wintersberger∗
CARISSMA, Technische Hochschule 

Ingolstadt (THI) 
Ingolstadt, Bavaria, GERMANY 

philipp.wintersberger@carissma.eu 

Marc Streit 
Johannes Kepler University Linz 
Linz, Upper Austria, AUSTRIA 

marc.streit@jku.at 

Q. Vera Liao
IBM Research AI 

Yorktown Heights, NY, USA 
vera.liao@ibm.com 

Sandra Wachter 
Oxford Internet Institute, University 

of Oxford 
Oxford, England, UK 

sandra.wachter@oii.ox.ac.uk 

Andreas Riener 
Technische Hochschule Ingolstadt 

(THI) 
Ingolstadt, Bavaria, GERMANY 

andreas.riener@thi.de 

Mark O. Riedl 
Georgia Institute of Technology 

Atlanta, GA, USA 
riedl@cc.gatech.edu 

ABSTRACT 
The realm of Artifcial Intelligence (AI)’s impact on our lives is far 
reaching – with AI systems proliferating high-stakes domains such 
as healthcare, fnance, mobility, law, etc., these systems must be 
able to explain their decision to diverse end-users comprehensi-
bly. Yet the discourse of Explainable AI (XAI) has been predomi-
nantly focused on algorithm-centered approaches, sufering from 
gaps in meeting user needs and exacerbating issues of algorith-
mic opacity. To address these issues, researchers have called for 
human-centered approaches to XAI. There is a need to chart the 
domain and shape the discourse of XAI with refective discussions 
from diverse stakeholders. The goal of this workshop is to examine 
how human-centered perspectives in XAI can be operationalized 
at the conceptual, methodological, and technical levels. Encourag-
ing holistic (historical, sociological, and technical) approaches, we 
put an emphasis on “operationalizing”, aiming to produce action-
able frameworks, transferable evaluation methods, concrete design 
guidelines, and articulate a coordinated research agenda for XAI. 

CCS CONCEPTS 
• Human-centered computing → HCI theory, concepts and
models; Visualization theory, concepts and paradigms; Visualization
design and evaluation methods; • Computing methodologies →
Philosophical/theoretical foundations of artifcial intelligence.
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1 INTRODUCTION 
Our lives are increasingly algorithmically mediated by Artifcial In-
telligence (AI) systems. The purview of these systems have reached 
consequential and safety-critical domains such as healthcare, f-
nance, automated driving, etc. Despite their continuously improv-
ing capabilities, these AI systems sufer from opacity issues where 
the mechanics underlying their decisions often remain invisible 
or incomprehensible to end-users. Crucial to trustworthy and ac-
countable Human-AI collaboration thus is the explainability of 
AI systems—these systems need to be able to make its decisions 
explainable and comprehensible to afected humans [18, 23, 27]. 

Explainability has been sought as primary means, even 
fundamental rights, for people to understand AI in order to contest 
and improve AI, guarantee fair and ethical AI, as well as to foster 
human-AI cooperation. For example, the European parliament 
states that AI systems should be “understandable to non-technical 
audiences and providing them with meaningful information, 
which is necessary to evaluate fairness and gain trust”, since an 
entrusted expert group concluded, “whenever an AI system has a 
signifcant impact on people’s lives, it should be possible to demand 
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a suitable explanation of the decision making process.” Despite 
initial regulatory steps towards algorithmic accountability, how 
to achieve this goal in diferent usage contexts and accommodate 
diferent groups of stakeholders remains poorly understood. 
Consequently, “explainable artifcial intelligence” (XAI) has 
become a prominent interdisciplinary domain in the past years [3], 
including researchers from felds such as machine learning, data 
science and visualization, human-computer interaction/human 
factors, design, psychology, or law. Although XAI has been a fast 
growing feld, there is no agreed-upon defnition of it, let alone 
methods to evaluate it, nor guidelines to create XAI technology. 
Discussions to chart the domain and shape these important topics 
call for human-centered and socio-technical perspectives, input 
from diverse stakeholders, as well as participation of the broader 
HCI community. 

In this workshop, we ofer a junction point of cross-disciplinary 
stakeholders of the XAI landscape—from designers to engineers, 
from researchers to end-users. Speaking to CHI21’ main theme 
(“making waves, combining strengths” ), the goal of this workshop 
is to examine how human-centered perspectives in XAI can be 
operationalized at the conceptual, methodological, and technical 
levels towards a Human-Centered Explainable AI (HCXAI). We put 
the emphasis on “operationalizing” : aiming to produce actionable 
frameworks, contextually transferable evaluation methods, con-
crete design guidelines, etc. for explainable AI, and encourage a 
holistic approach (historical, sociological, and technical) when it 
comes to articulating operationalization of these human-centered 
perspectives. 

2 TOWARDS HUMAN-CENTERED 
EXPLAINABLE ARTIFICIAL INTELLIGENCE 

For a systematic approach for human-centered XAI, we frst need 
to establish a common grounds for the discourse. Broadly speaking, 
from a Social Construction of Technology (SCOT) perspective [6], 
the current fuidity in XAI can be characterized as relevant social 
groups (e.g, diferent stakeholders like AI researchers, policy makers, 
practitioners, etc.) having interpretive fexibility (diferent interpre-
tations) on the constructs in the feld. In diferent communities, 
related terms like explainability, interpretability, intelligibility, and 
transparency have been used interchangeably [1, 3, 22]. Many de-
fne explainability as a property of an AI system’s functioning or 
decisions being easy to understand by people [2, 3, 15]. Explain-
ability is often viewed more broadly than model transparency, or 
directly interpretable models [14, 20, 25]. For example, a growing 
area of XAI is concerned with generating post-hoc explanations [11], 
which do not necessarily describe how a model works, but justify 
an opaque model’s decision in an accessible manner [20]. 

Proper operationalization seeks to contextually situate ambigui-
ties amongst research communities when it comes to defnitions, 
concepts, methodology, and evaluation. The interpretive fexibility 
requires precision in articulating the issues, which can be achieved 
by proper operationalization of the concepts, methods, and tech-
niques. Operationalization does not carry normativity – it does not 
attempt to force a closure where there is no need for alternative 

Figure 1: Recent works of the authors on human-centered 
real-time capable explanations. In [10, 11], the AI agent gen-
erated natural language rationales real-time while playing 
the computer game Frogger (left). This approach may be ex-
tended to real environments - in [28], potential passengers 
of automated vehicles selected objects in the driving envi-
ronment that should be included in explanations to make 
decisions of driving algorithms more comprehensible. 

design. In fact, the recent growth spurt in XAI indicates that we 
are far from a closure of interpretations or methods. 

The algorithm-centered XAI community, mostly consisting of 
machine learning researchers, has been criticized for “inmates run-
ning the asylum” [21], as explanations techniques are often devel-
oped based on researchers’ own intuition rather than the needs of 
their intended audience. Bringing user-centered perspectives to the 
forefront of XAI is necessary as the feld work towards supporting 
diverse types of users and stakeholders, such as data scientists de-
veloping models, decision-makers using AI systems, people who 
might be afected by AI, regulatory agencies, etc [4]. How they 
interpret and react to explanations might vary signifcantly depend-
ing on the motivational, social, cognitive as well as professional 
and educational profles [10, 12]. 

When adopting a human-centered XAI approach, the question is 
not just about the “who” (the explanation for is essential), but also 
about the why [10]. Reasons for explanations include “trustworthi-
ness, causality, transferability, informativeness, fairness, accessibility, 
interactivity, or privacy awareness” [3]. Consequently, understand-
ing the who and the why is crucial because it governs what the 
explanation requires for a given problem. It also scopes how the 
data is collected, what data can be collected, and the most efective 
way of describing the why behind an action. For instance: with 
automated vehicles, the engineer may have diferent requirements 
of explainability than the rider in that car. By studying why end-
users seek explanations across various AI systems, Liao et al. [19] 
summarize the user goals that XAI should aim to support include to 
gain further insights for decision-making, to appropriately evaluate 
AI’s capability, to adapt their usage or control of the AI, and to 
improve AI performance. 

Another important aspect is “where”, the application domain 
or context for XAI. Many XAI contributions addressed case-
based explanations, for example using local (specifc to the deci-
sion/instance) or global (perspective of the overall model) methods 
[8]. Recent work has introduced XAI features in model development 
tools [12, 17], AI-assisted decision-support tools [29], for model fair-
ness evaluation [8], etc. With a goal for accessible explanations for 
end-users (who might not be AI experts), there has been progress 
in natural language based explanations generated real-time. For 
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instance, Ehsan et al. [11] used a neural machine translation ap-
proach to generate rationales in plain English to justify the actions 
of an AI agent completing a sequential decision-making task. Gen-
erating accessible explanations real-time has critical implications 
in domains such as automated driving [28] (see Figure 1). 

In potentially safety-critical domains, skepticism towards AI de-
cisions may be more relevant than unlimited trust to prevent misuse 
[24] (i.e., over-reliance causing harm). Here, the XAI community 
may learn from other research areas like human factors, where 
over-trust (for example in aviation or driving automation) has been 
discussed for quite some time. 

Besides defnitions and methodologies, another relevant topic is 
the evaluation of XAI systems, as without proper metrics, “any 
claim in this respect dilutes among the literature, not providing a solid 
ground on which to stand” [3]. The AI community has approached 
evaluation by defning normative, quantifable metrics, such as 
fdelity, completeness, stability, compactness, etc. [7, 26]. Arriata 
et al. [3] emphasize that defning metrics should “be approached 
by the community as a whole” to allow evaluating and comparing 
XAI approaches under diferent application contexts, models and 
purpose. Mohseni et al. [22] performed an in-depth review of 69 
papers and identifed diverse types of evaluation methods used 
in the literature, including objective (task performance, user pre-
diction of model output, compliance/reliance, etc.) and subjective 
measurements (interviews, surveys, self-reports, etc.). The authors 
categorized evaluation measures in the fve themes Mental Models 
(how the AI works), Usefulness and Satisfaction, User Trust and 
Reliance, Human-AI Task Performance, and Computational Measures 
(correctness and completeness in terms of explaining what the 
model has learned). Hofman et al. [16] introduced the “Explanation 
Satisfaction Scale” consisting of 8 items, which address factors such 
as understanding, satisfaction, completeness, accuracy, or trust. 
Given that the efectiveness of XAI depends on the who, where, and 
why, it is necessary to evaluate XAI by involving targeted users and 
with the targeted context [9], while using evaluation methods that 
fully capture impact but also user experience of a given explanation. 

Despite the progress in XAI, there are gaps in critically situating 
the interpretive fexibility of our perspectives. We are yet to sys-
tematically understand how we can transfer the technologies we 
build to real-world AI systems, ones that are socially-situated and 
culturally-embedded – we need a critically constructive community-
wide discourse around these issues to address our intellectual blind 
spots and develop the human-centered XAI lens in a systematic 
manner. 

3 GOALS OF THE WORKSHOP 
By facilitating as a junction point of diverse perspectives from rele-
vant stakeholders in XAI, the goal is to achieve clarity in charting 
the future of XAI from historical, sociological, and technological 
perspectives. Bridging works from researchers, designers, and prac-
titioners from the felds of XAI, HCI, psychology, machine learning, 
and social sciences, we want to re-center our focus on the human. 
We want to operationalize our understanding of the diferent facets 

of XAI at the conceptual, methodological, and technical levels. Oper-
ationalization can include aspects such as frameworks, transferable 
evaluation methods, actionable design guidelines, etc. 

Thus, we are interested in a wide range of topics, from sociotech-
nical aspects of XAI to human-centered evaluation techniques to 
responsible use of XAI. We are especially interested in the discourse 
around one or more of the questions discussed above: who (e.g., 
clarifying who the human is in XAI, how diferent who’s interpret 
explainability), why (e.g., how social and individual factors infu-
ence explainability goals), and where (e.g., contextual explainability 
diferences in diverse application areas). With an efort towards 
equitable conversations, we particular welcome participation from 
the Global South and from stakeholders whose voices are under-
represented in the dominant XAI discourse. The following list of 
guiding questions, by no means, is an exhaustive one; rather, it is 
provided as sources of inspiration: 

• Who are the consumers and relevant stakeholders of XAI? 
What are their needs for explainability? What values are 
refected and tensions arise in these needs? 

• Why is explainability sought? What user goals should XAI 
aim to support? How are these goals shaped by technological, 
individual and social factors? 

• Where, or in what categories of AI applications, should we 
prioritize our XAI eforts on? What do we need to understand 
about the users as well as the socio-organizational contexts 
of these applications? 

• What are we missing from a technocentric view of XAI? 
Which human-centered and socio-technical perspectives 
should we bring in to better understand the who, why, where, 
to move towards human-centered XAI? 

• How can we develop transferable evaluation methods for 
XAI? What key constructs need to be considered? 

• Given the contextual nature of explanations, what are the 
potential pitfalls of standardization of evaluation metrics? 
How to take into account the who, why, and where in the 
evaluation methods? 

• What are the explainability challenges where we move 
beyond the dominant one-to-one Human-AI interaction 
paradigms? How might a human-centered perspective ad-
dress these challenges? 

• What are the important research questions to be answered 
when we move towards a human-centered explainable artif-
cial intelligence? Why are they important to be addressed 
now? 

4 AUDIENCE 
We expect approximately 30 (max 40) participants excluding the 
organizers. A call for participation will be distributed through HCI-
related mailing lists (such as CHI Announcements), as well as our 
own lists of potential participants from previous workshops (com-
plying with EU GDPR). We will further reach out to the IUI, psy-
chology, ML and pervasive computing communities as well as the 
ofcial ACM SIGCHI community to disseminate the call. The orga-
nizers will also use their social media accounts to advertise the call 
for participation. 
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5 WORKSHOP STRUCTURE 
To facilitate a successful virtual format, we build on existing experi-
ence in hosting virtual workshops [5]. Since student volunteers are 
unlikely to be available, beyond session chairs and breakout shep-
herds, we will have dedicated organizers to handle technical issues, 
manage Discord conversations, and handles other logistical issues. 
The main part of the workshop will be held in form of two 3-hour 
sessions (including breaks) on two subsequent days (May 8th/May 
9th 2021, 9:00AM-12:00AM EST each day) to allow participation 
from a wide range of time zones (see Table 1). Those will be sup-
ported by asynchronous pre- and post-workshop activities. Before 
the workshop, we will prepare a collection of reading material on 
our workshop website1 to allow newcomers getting informed about 
the theoretical foundations of the workshop topics. Further, we will 
set up a Discord channel and encourage participants to introduce 
themselves via messages or short videos. We will incentivize asyn-
chronous activities with virtual ice-breakers and fun activities (e.g., 
virtual scavenger hunts that can be done asynchronously). The goal 
is to get as many introductions done as possible. Participants can 
also fnd group members should the alignment be there. Dedicated 
organizers will manage the workspaces . On workshop day 1 (Sat-
urday), we start with introducing the topic, the overall workshop 
goals (as we cannot guarantee that all participants will have read 
the provided material), and reserve some time so that participants 
who have not provided personal information in the Discord channel 
to briefy introduce themselves. 
To spark interest and motivation, we will include a short keynote 
by an invited speaker, either a researcher focusing on XAI, or a 
member of an institution that relies on algorithmic decision making 
to bring in the perspective of end-users. In the second session of 
day 1, position papers will be presented in form of pre-recorded 
videos (length depending on the number of accepted submissions). 
We will emphasize participants to note down questions regarding 
these submissions to be asked in the following panel discussion. 
Then, chaired by organizers, we will have a virtual panel discussion 
including authors of all position papers and the keynote speaker 
(given a high number of accepted position papers, we will conduct 
two rounds of panel discussions, combining similar topics). We 
choose this format to allow attendees preparing questions for the 
respective authors (the chair will provide ice-breaker questions), 
and as we believe this could result in a more lively discussion 
than typical post-presentation Q&As. After the panel discussion, 
shepherded by dedicated organizers, participants will be split into 
breakout groups (ideally, some groups have been established al-
ready before the workshop in our discord channel). 
Groups are intended to individually work on selected (or emerging) 
topics related to the workshop goals. Individual groups can con-
sider the “who, where, and why”-questions (see above). For instance, 
they may elaborate on an experimental design to investigate the 
interplay of explanations and involved constructs (trust, fairness, 
etc.) or develop taxonomies/frameworks capturing around diverse 
user groups and application areas. To do so, we will set up Miro 
boards for each breakout session as a master board to regrouping 
later. Such a format can be useful to provide an experience similar 
to a physical workshop were groups work at diferent tables in the 

1https://hcxai.jimdosite.com/ 

Table 1: Draft of the workshop structure, suggesting two 3-
hour sessions (including breaks) on two subsequent days, as 
well as asynchronous activities before and after the work-
shop. 

Time Duration Session 
Before the Workshop 

- 2 weeks Participants introduce themselves in the 
Discord channel 
and have access to provided workshop-
related materials 

Workshop Day 1, Saturday 5/8/2021 9:00AM EST 
9:00 35min Introduction of workshop organizers, (re-

maining) participants, topics, and goals 
9:35 15min Keynote by invited speaker 

10 min break 
10:00 50min Video presentations of position papers 
10:50 30min Position paper panel discussion(s) 

10 min break 
11:30 30min Breakout group building and beginning of 

group work 
Workshop Day 2, Sunday 5/9/2021 9:00AM EST 

9:00 45min Breakout group work 
10 min break 

9:55 45min Breakout group work (continued) 
10 min break 

10:50 40min Break-out group fndings presentations 
11:30 30min Workshop wrap up 

After the workshop 
t+2w - Results summary posted on workshop web-

site 
Initiating follow-up activities 

same room. Organizers will be shepherd each group facilitating 
discussion and managing time. 
Prior experience organizing virtual workshops has shown us that 
allotting adequate time for in-depth group discussion is essential [5]. 
Thus, we want to give participants enough time to come up with 
interesting insights. Participants will use the frst 90-minute session 
(with a 10-min break min-point) on day 2 (Sunday) to continue work-
ing. Finally, the break-out groups wrap up their fndings in form of 
short presentations (contents of the Miro board) and present/discuss 
their fndings with the whole audience. At the end, the authors 
will wrap up the workshop, including the most relevant results, an 
exploration of potential future work, and actively promote research 
cooperation between attendees. 

6 PLANNED OUTCOMES 
We will devote time after the fnal session to discuss, as a com-
munity, best practices to share the workshop’s contributions and 
continue the discourse. The workshop’s website (https://hcxai. 
jimdosite.com/) will serve as an archival repository of all the po-
sition papers and recorded sessions. The discussions and position 
papers in the workshop, hopefully, will generate series of articles 
and/or expanded papers which can be published on peer-reviewed 
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journals (special issues such as TOCHI; e.g, how [13] lead to [30]). 
Depending on stakeholder preferences we will set up virtual spaces 
for continued discussions (e.g., Discord Workspaces) and explore fu-
ture workshops in diverse venues such as NeurIPS, FAccT, IUI, and 
AIES to raise awareness and bridge translational human-centered 
XAI work. 

7 ORGANIZERS 
Upol Ehsan is a doctoral student in the School of Interactive 
Computing at Georgia Tech. Adopting a sociotechnically informed 
human-centered lens, he focuses on explainability of AI systems. 
Bridging his background in philosophy and engineering, his work 
resides at the intersection of AI and HCI with a focus on designing 
explainable, encultured, and ethical technology. His work has pio-
neered the notion of Rationale Generation in XAI and also charted 
the vision for a Refective Human-centered XAI. His current fo-
cus is on advancing a socially-sitated understanding of XAI that 
will expand our understanding of explainability beyond its current 
techno-centric roots. 
Q. Vera Liao is a Research Staf Member in IBM Research AI. Her 
current research focuses are on explainable AI and conversational 
agents. Her research work received multiple awards at ACM CHI 
and IUI, and contributed to IBM’s Watson Assistant and AI Ex-
plainability 360. She actively organizes events that connect the HCI 
and AI communities, including several workshops and a panel at 
CHI, IUI and CSCW. She serves on the Editorial Board of Inter-
national Journal of Human-Computer Studies (IJHCS) and ACM 
Transactions on Interactive Intelligent Systems (TiiS) , the Orga-
nizing Committee for IUI 2019 and CSCW 2021. She received Ph.D. 
in Computer Science from the University of Illinois at Urbana-
Champaign, and Bachelor in Industrial Engineering from Tsinghua 
University. 
Martina Mara is a Professor of Robopsychology at the Johannes 
Kepler University Linz since 2018. Prior to that, she has worked 
for non-university research institutions such as the Ars Electronica 
Futurelab for more than a decade. Her work focuses on human-
centered technology development and psychological aspects of AI 
and Robotics. She teaches Tech & Media Psychology or Responsi-
ble AI. As a member of the Austrian Council for Robotics and AI 
(ACRAI) she advises political decision makers. Among others, Mar-
tina has been awarded the Vienna Women’s Prize for Digitization. 
Mark Riedl is an Associate Professor in Georgia Tech’s College of 
Computing and Associate Director of the Machine Learning Cen-
ter at Georgia Tech. His research focuses on making agents better 
at understanding humans and communicating with humans. His 
research includes commonsense reasoning, story telling and under-
standing, explainable AI, and safe AI systems. He is a recipient of 
an NSF CAREER Award and a DARPA Young Faculty Award. 
Andreas Riener is professor for Human Machine Interface and 
Virtual Reality at Technische Hochschule Ingolstadt (THI) with 
co-appointment at the CARISSMA research center. He is program 
manger for User Experience Design and leads the usability research 
and driving simulator labs. In 2017, he founded the interdisciplinary 
Human-Computer Interaction Group. His reserach interests include 
ergonomics, driver state assessment, and trust/acceptance/ethics in 
automated driving. 

Mark Streit is a Full Professor of Visual Data Science at the Jo-
hannes Kepler University Linz, Austria. He fnished his PhD at 
Graz University of Technology in 2011. His scientifc areas of inter-
est include visualization, visual analytics, and explainable AI. He 
won multiple best paper and runner-up awards at InfoVis, EuroVis, 
BioVis, and CHI. Marc is also co-founder and CEO of datavisyn, 
a spin-of company that develops data visualization solutions for 
applications in pharmaceutical and biomedical R&D. 
Sandra Wachter is an Associate Professor in Data Ethics, Artif-
cial Intelligence, Robotics and Internet Regulation at the University 
of Oxford, a Fellow at The Alan Turing Institute, and a Visiting 
Professor at Harvard University. Her work covers legal and ethical 
issues associated with Big Data, AI and algorithms. Sandra is a 
member of the World Economic Forum Council on Values, Ethics 
and Innovation, an afliate at the Bonavero Institute of Human 
Rights and a member of the European Commission Expert Group 
on Autonomous Cars. 
Philipp Wintersberger is a researcher at the research center 
CARISSMA/THI. He obtained his doctorate in Engineering Sci-
ence from Johannes Kepler University Linz specializing Human-
Computer Interaction and Human-Machine Cooperation. He 
worked 10 years as a software engineer/architect before joining 
the Human-Computer Interaction Group at CARISSMA/THI to re-
search in the area of Human Factors and Driving Ergonomics. His 
publications focus on trust in automation, attentive user interfaces, 
transparency of driving algorithms, as well as UX/acceptance of 
automated vehicles and have received several awards in the past 
years. 

8 CALL FOR PARTICIPATION 
AI-powered decisions increasingly pervade consequential domains 
of our lives in high-stakes domains (healthcare, fnance, legal). Ex-
plainability has been sought as primary means, even fundamental 
rights, for people to understand, contest to foster equitable and 
just Human-AI collaboration. Although explainable AI (XAI) has 
been a fast-growing feld, there is no agreed-up defnition of, let 
alone methods to evaluate and guidelines to create XAI technolo-
gies. Discussions to chart the domain and shape these important 
topics call for human-centered and sociotechnical perspectives. 
In this workshop, we ofer a junction point of cross-disciplinary 
stakeholders of the XAI landscape– from designers to engineers, 
from researchers to end-users. The goal is to examine how human-
centered perspectives in XAI can be operationalized at the concep-
tual, methodological and technical levels. Consequently, we call 
for papers up to 6 pages excluding references that address topics 
involving the who (e.g., relevant diverse stakeholders), why (e.g., 
social/individual factors infuencing explainability goals), or where 
(e.g., diverse application areas or evaluation). Papers should follow 
the CHI Extended Abstract format and be submitted through the 
workshop’s submission site 2. All accepted papers will be presented, 
provided at least one author attends the workshop and registers at 
least one day of the conference. Further, contributing authors are 
invited to provide their views in form of short panel discussions 
with the workshop audience. With an efort towards an equitable 
discourse, we particular welcome participation from the Global 

2https://hcxai.jimdosite.com/ 
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South and from stakeholders whose voices are under-represented 
in the dominant XAI discourse. 
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