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Abstract—Nowadays, manufacturers are increasingly able to
collect and analyze data from sensors on manufacturing equip-
ment, and also from other types of machinery, such as smart
meters, pipelines, delivery trucks, etc. Nevertheless, many manu-
facturers are not yet ready to use analytics beyond a tool to track
historical performance. However, just knowing what happened
and why it happened does not use the full potential of the
data and is not sufficient anymore. Manufacturers need to know
what happens next and what actions to take in order to get
optimal results. It is a challenge to develop advanced analytics
techniques including machine learning and predictive algorithms
to transform data into relevant information for gaining useful
insights to take appropriate action. In the proposed research we
target new analytic methods and tools that make insights not only
more understandable but also actionable by decision makers.
The latter requires that the results of data analytics have an
immediate effect on the processes of the manufacturer. Thereby,
data analytics has the potential to improve industrial processes
by reducing maintenance costs, avoiding equipment failures and
improving business operations. Accordingly, the overall objective
of this project is to develop a set of tools — including algorithms,
analytic machinery, planning approaches and visualizations —
for industrial process improvements based on data analytics.

I. INTRODUCTION

Advanced data analytics in manufacturing has the goal to

gain new insights about the production process and to provide

better decision support. Therefore, the new insights should be

added to the already existing knowledge base. In production,

this knowledge base is mainly automated by using low level

rules in the process automation system. However, not all

insights from data analytics can be broken down to this level

of detail and hence a more general approach is needed. For

this purpose, approaches from business process management

(BPM) are perfectly suitable. Hence, the goal of our paper is

to show how advanced data analytics can be used to derive

useful insights of production processes and how these insights

can be linked to the business processes of the company. The

general engineering approach on data is based on elaborated

knowledge-based models. These models support efficient data

understanding. With new technical tools and techniques, it is

possible to analyze data with no or little knowledge of the

underlying domain specifics. By combining those approaches

a better knowledge of the data and underlying processes can

be achieved.

In engineering approaches the manufacturing execution sys-

tems (MES) is an intermediate layer between the Enterprise

Resource Planning (ERP) and the Supervisory Control and

Data Acquisition (SCADA) level. The SCADA system fetches

real time data from machines and controls theme via the Pro-

grammable Logic Controller (PLC/SPS) with strict rule based

functions. The rule set for the SCADA system is provided

via the MES. These systems capture the data produced in

the underlying layers and set up individual product records.

Therefore, these systems are also well integrated in the product

life cycle. Aggregated reporting from MES is done towards

the ERP and business information is transferred back to MES

— as needed for scheduling and resource planning. Along

all vertical levels in production data is created, transferred

and stored. The heterogeneous data is linked to processes

on the higher levels. These processes are engineered knowl-

edge driven. Data-driven approaches perceive knowledge as

something that is built on the interpretation of information.

Information is created by analysis of data. Starting from

simple descriptive approaches to more advanced algorithmic

analytics, data is transferred into information and by cognitive

analytics knowledge is created. In advanced models wisdom

is built out of proven knowledge.

Our goal is to improve industrial processes by means of data

analytics which will be achieved by a combination of data-

driven knowledge generation and corresponding redesign and

reconfiguration of business processes models. To support the

decision makers (responsible for changing the manufacturing

processes), it is essential to visualize process designs, running

process instances, recognized defects or inefficiencies, and

possible changes. Furthermore, it is critical that the decision

maker is aware of potential effects of process changes. Thus,

this consortium wants to deliver a simulation tool to evaluate
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Fig. 1: From data to information to knowledge on all levels of the automation pyramid

different alternative shop floor process changes. If a process is

changed, the corresponding effects may be local to a specific

level of the automation pyramid or it may have cascading

effects on other levels of the pyramid that will be supported by

the developed tools. In addition, we will provide a secure data

communication protocol which will enable the communication

of data to be analyzed, e.g., between production sites. Finally,

we will evaluate the framework and prototypes by a common

use case which is independently demonstrated at two different

smart factories (in Vienna and in Graz).

In summary, we want to achieve our main goal by six

components:

1) Process redesign and reconfiguration by means of data

analytics

2) Visualization of processes and process changes

3) Planning/scheduling and simulation of process alterna-

tives

4) Support of cascading process changes

5) Secure data connections

6) Use case based evaluation in smart factories

II. STATE OF THE ART

In engineering approaches the Manufacturing Execution

Systems (MES) is an intermediate layer between the Enterprise

Resource Planning (ERP) and the Supervisory Control and

Data Acquisition (SCADA) level [1-4]. The SCADA system

fetches real time data from machines and controls them via

the Programmable Logic Controller (PLC/SPS) with strict

rule based functions. The rule set for the SCADA system

is provided via the MES. These systems capture the data

produced in the underlying layers and set up individual product

records. Therefore, these systems are also well integrated in

the product life cycle. Aggregated reporting from MES is

done towards the ERP and business information is transferred

back to MES as needed for process scheduling and resource

planning [5-8].

Whereas “traditional” Business Process Management

(BPM) orchestration assumes stable and well-defined pro-

cesses, aspects such as dynamics, efficiency, the increasing

complexity and the large amount of real-time data, specific

to the manufacturing domain, calls for new solutions received

little recognition. Especially, to the best of our knowledge, the

integration of data analytics into business process design and

enactment has not been systematically discussed and suitable

solutions are still missing.

Production data is created, transferred and stored along all

vertical levels (see Figure 1). Heterogeneous data is linked

to processes on higher levels. These processes are mainly

driven by the knowledge of engineers. Data-driven approaches

perceive knowledge as something that is built on the interpre-

tation of information which is created by visual analysis of

data [9-12]. Starting from simple descriptive approaches to

more advanced algorithmic analytics, data is transferred into

information and cognitive analytics knowledge is created. In

advanced models wisdom is built on proven knowledge [13-

16].

The field of interactive data visualization is concerned with

methods to find appropriate visual representations and interac-

tions which allow users to understand complex data, search for

patterns, verify assumptions, and to monitor streaming data,

among others. A general introduction can be found in [9],

[10]. In previous work, we have developed visualizations for

different types of data and analysis tasks. For example, we pro-

posed a method for pattern detection in time-dependent high-

dimensional based on dimensionality reduction [11]. Such

methods could be helpful to detect regularities and anomalies

in streaming production sensor data. Another type of visu-

alization techniques support network-oriented data, which is

applicable in our context e.g., for networks of production

nodes [12]. Also, our previous work on the development of an

interactive visualization technique for ranking multi-attribute

data [19] is relevant in the context of this project, as it is

applicable to a wide range of prioritization tasks.

This joint project aims towards creating new knowledge for

improving and adapting already existing processes by use of

data analytics and interactive visualization. The simultaneous

and systematic examination of data and processes will support

production at all levels of the automation pyramid as shown

in Figure 1.

III. APPROACHES AND METHODS

We investigate on applying data analytics concepts to a

process-oriented view. Accordingly, we envision flexible pro-

duction processes that benefit from data analytics. Thus, we
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will gather and analyze (including visualizing) production

data, interpret it in the context of production processes in order

to support the decisions on process design and execution as

well as for delivering the corresponding process enactment.

We will follow a process-oriented view in order to facilitate

production processes on the one hand. It is envisioned that

the necessary process steps are (semi-automatically) derived

from the product design, although manual process design

is also supported to give the process owner a complete set

of design choices. On the other hand, we also aim to (1)

monitor horizontal and vertical (production) activities and to

make the (production) progress visible, (2) develop predictive

models based on the collected data, and (3) analyze data across

automation pyramid levels in order to generate data-based

models and knowledge.

For this purpose, we plan to develop conceptual approaches

and methodologies for the desired functionalities. These con-

ceptual approaches and methodologies will be supported by

fully functional research prototypes and demonstrated in our

demonstration scenario. These prototypes will be used in case

studies that serve both as a proof-of-concept evaluation and as

demonstrators that facilitate the technology transfer.

In order to reach the goals and to demonstrate our entire

approach, we have developed an application scenario in the

Industry 4.0 Pilot Factory of the Vienna University of Tech-

nology.

IV. DATA COLLECTION SCENARIO BASED ON PROCESSES

As shown in Fig. 2, and discussed in previous sections,

for our data analysis scenario we rely on BPMN modelled

processes that span the automation pyramid. For example the

business logic at the top level (ERP) is represented by a

process that calls a sub-process which models plant level logic

(MES), which in turn calls a sub-process that controls and

monitors machines and collects data from sensors.

For our initial example scenario we decided, to concentrate

on the MES level and below (highlighted by the red square

in Fig. 2), to keep the complexity low enough for easy

understanding, while still being close to shop-floor reality.

Based on the decisions outline above, we can thus list the

types of data that will accrue:

Control flow data: this may include how how raw

materials and tools are transported to machines and
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Fig. 2: Automation Pyramid vs. Processes

between machines, how machines are set up, and

which parameters are used when machining is trig-

gered.

Sensor data: this includes sensor readings that hap-

pened during the steps described above, especially

during machining.

During a production run in the Industry 4.0 Pilot Factory

of the Technical University of Vienna1, the generic process

models for data collection depicted in Fig. 4 have been

enacted. In total the amount of 2 GiB of data for the creation

of a ballpoint pen in an EMCO MaxxTurn 45 milling machine

has been collected.

The process depicted in Fig. 4a is permanently listening

to the start of a certain NC program (left-hand branch) from

one or many machines. Whenever such a program is started,

the task ”Listen to NC start” modifies a data structure in the

process, which in turn allows the task ”Sleep” to continue.

Eventually a sub-process will be spawned and the task ”Sleep”

becomes active again until the next start event.

Fig. 4b shows a generic process for monitoring a machine

during production. For the scenario used in this paper a total

of 34 parameters have been monitored, ranging from

• Information about the tools used in the milling process.

• Information about the NC program used in milling pro-

cess.

• Information about the progress in the NC program, espe-

cially which block/line was used.

• Information about the spindle movement and speed.

• Information about axis movement and speed.

• Information about the amount of electricity used.

The values during machining (SCADA level and below)

have been collected from the OPC-UA interface of the machine

at a rate of about 20Hz. An example data set in the IEEE 1849-

2016 XES format 2 can be found under https://bit.ly/2smbQsx.

1http://pilotfabrik.tuwien.ac.at/
2http://www.xes-standard.org
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V. EXPECTED RESULTS

We will deliver and evaluate a reference architecture, tools

and demonstrator for production process analytics. Therefore,

we will mainly contribute to six areas which are described in

the following subsections.

1) Process Engine: The process engine is responsible for

storing the business process models and for integrating the new

insights from the analytics component. Thereby, the following

tasks are tackled:

• Data Analytics Aware Processes This component allows

the integration of data analytics as regular steps of a pro-

duction process that provide relevant context information

for production steps.

• Data-Driven Process Design Improvement This compo-

nent will analyze production processes happened in the

past in order to improve the production process design.

• Data-Driven Process Reconfiguration This component

envisions flexible production processes that may be

changed during runtime if problems are encountered. In

other words, live data analysis of production data streams

is used to provide self-healing capabilities for production

processes.

2) Secure Data Connection Framework: This component

supports cascading effects of changed process designs or

process instances at different levels (of the automation pyra-

mid). It consists of a technological infrastructure which allows

for a highly secure transmission of data in a distributed

production environment, and respective data integration tools

for efficiently handling design changes over multiple process

levels. The technical solution for guaranteeing a high security

level when connecting remote sites over the Internet applies

hardware-based encryption and the MQTT protocol as messag-

ing standard. The latter is a lightweight publish/subscribe mes-

saging protocol which works well also with low-bandwidth,

high-latency or unreliable networks. The secure data connec-

tion framework supports the data extraction and transfer on

the filed level.

3) Data Analytics Component: This component allows ana-

lyzing the data from the production systems in depth applying

machine learning algorithms and by supporting the users in

analyzing and interpreting the data. The goal is to support

the control level (PLC) and to identify critical events. In

this regard predictive maintenance is in the primary focus

to ensure a high quality production of goods. The predictive

models from the data analytics component should be used to

improve the control level and to add identified rules to the

process models. Core of the component is a library of suitable

algorithms including lessons learned for application. The data

analytic component is closely related with the process engine

to enable analytics aware processes and to recommend process

re-configurations.

4) Tools for Visual Data Analytics: This component allows

the interactive visualization of processes based on process

definitions and also, historic and (near) real-time measurement

data obtained from nodes of the processes (i.e., machines in a

production line) to support the process control level. To this

end, a set of tools to appropriately visualize the data at hand

will be realized. The set of tools will support a process expert

to monitor processes in (near) real-time and hence support the

decision making process on the process control level, based on

appropriately selected and tailored methods from interactive

data visualization, e.g., [19] Insights gained by the experts

should be directly influence the business process design.

Hence, the visual analytics component is closely related to the

process engine and allows the visual exploration of processes

and implementation of process re-configurations.

5) Planning/Scheduling and Simulation of Process Alter-
natives: This component will support decision making by

elaborating on process alternatives based on planing and

scheduling algorithms and simulation of production systems.

This components takes not only a process point of view,

but additionally takes the production system into account.

The effects of decisions by human and artificial agents on

various process levels will be shown and can be evaluated

by the experts and insights can be used to adapt the process

models. This component supporting the decision about process

alternatives, links to the data analytics component and to the

process engine allowing to deploy the required process re-

configurations.

6) Demonstration Scenario in Smart Factory: We define

demonstration scenarios for smart factories. The first scenario

will be implemented in the Industry 4.0 Pilot Factory of the

Vienna University of Technology. Later on similar scenarios

will be demonstrated in the Pilot Factory in Graz. In both pilot

factories we will capture large amounts of data from various

sources in order to demonstrate and evaluate our approach

towards data analytics for industrial process improvement. The

demonstrations in both pilot factories will provide local small

and medium sized companies the opportunity to gather new

ideas for their digital transformation and define new projects.

VI. DISCUSSION AND OUTLOOK

In this paper we described the challenge of bridging ad-

vanced data analytics in manufacturing with the management

of business processes. For this purpose, we proposed an

approach building on low level machine data and finally

informing business process design decisions.

We proposed technical components needed for this task

(see. Fig. 4): (1) a process engine for managing and executing

business process models on the ERP level, (2) a secure data

Fig. 4: Discussion Overview
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transport layer allowing a secure transfer of the sensor data

from the field level to our framework, (3) an analytics compo-

nent for analyzing data on the control level and for building

suitable predictive models, (4) visual analytics dashboards

enabling experts to explore data on the process control level

and (5) a simulation component to investigate the impact on

the plant management level. The components 2-4 are all linked

to the process engine enabling analytics aware processes by

integrated process re-configurations. Finally, we presented our

demonstration scenario in which we will show the applicability

of the integrated tool set.

By using visualization tools for a human-centered data

analysis, this project will enable cognitive decision making

in real life production environments, allowing to keep the

human and their expert heuristics in the loop of production

processes. This can also support future workers in the new

production environments and make it more secure. With these

tools the full potential of human beings will be used in the

future factory.

Our demonstrators implemented in the pilot factories in

Vienna and Graz will help SMEs to understand the potential

of Industry 4.0 with respect to data analytics for industrial

process improvement.
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